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Foreword

A wide range of complex pehnomena contribute to the aerodynamic and acoustic characteristics of rotorcraft. The AGARD
Fluid Dynamics Panel’s Specialists’ Meeting on “Prediction of Aerodynamic Loads on Rotorcraft” in 1982 and its Special
Course on “Aerodynamics of Rotorcraft” in 1990 provided valuable assessments of the predictive capability for helicopter
aerodynamics. The present Symposium recognized not only the continuing importance of understanding and accurately
predicting both aerodynamic and acoustic characteristics of military and civil rotary-wing aircraft, but also the need for
improved phenomenological insight, more detailed experiments using modern test equipment, and more precise and efficient
numerical methods.

The aim of the Symposium was to bring together scientists in different fields of aerodynamics and aeroacoustics to review
and discuss their recent results in the field of rotary-wing aircraft and to foster their future development. The program
included 35 papers from North America, Western Europe, and Russia, organized in the following technical sessions:

— Dynamic Stall

— Wind Turbines

— Aerodynamic 3D Prediction Methods

— Experimental Investigations of Helicopter Rotors

— Acoustic Prediction Methods

— Interference Problems

— Round Table Discussion and Invited Commentaries
Although significant limitations remain, the Symposium showed that considerable progress has been made in many
technological fields in the last decade. New test facilities and test stands have been constructed and major new multi-national
test campaigns have been completed. Improvements in aerodynamic theory and tools have led to a better understanding of
noise generation phenomena, and Computational Fluid Dynamics (CFD) and Computational Aeroacoustics (CAA) have
evolved into powerful and useful techniques for designers. The Symposium provided a unique forum to publicize these

important new developments.

The Program Committee would like to thank Dr. Karl Kienapple and his colleagues for hosting the Symposium so
successfully in Berlin.

Dr.-Ing. Horst Kérner and Dr. W.J. McCroskey
Program Committee Co-Chairmen




Avant-propos

Les caractéristiques aérodynamiques et aéroacoustiques des aéronefs & voilure tournante sont tributaires d’un large éventail
de phénomenes complexes. La réunion de spécialistes du Panel AGARD de la dynamique des fluides sur «La prédiction des
charges aérodynamiques des aéronefs a voilure tournante» organisée en 1982, ainsi que le Cours sur «L’aérodynamique des
aéronefs a voilure tournante» domné en 1990, ont fourni des éléments d’évaluation appréciables pour la prédiction de
P’aérodynamique des hélicopteres.

Le présent symposium a reconnu l'importance : de la continuité de la compréhension et de la prédiction exacte des
caractéristiques acoustiques et aérodynamiques des aéronefs a voilure tournante civils et militaires, de la nécessité d’une
meilleure approche phénoménologique, de 1’accroissement d’expérimentations poussées, réalisées a I'aide de matériel
d’essais modeme, ainsi que de méthodes numériques plus précises et plus efficaces.

Le symposium a eu pour objectif de rassembler des scientifiques travaillant dans différents secteurs de 1’aérodynamique et de
I"aéroacoustique, afin de leur permettre d’examiner et de discuter des derniers résultats obtenus dans le domaine des aéronefs
4 voilure tournante et d’encourager leur développement futur. Le programme comprenait 35 communications présentées par
des scientifiques de I’ Amérique du Nord, de I’Europe occidentale et de la Russie. Il était organisé en sessions techniques
comme suit :

— le décrochage dynamique

— les éoliennes

— les méthodes de prédiction de I’aérodynamique en trois dimensions

— la recherche expérimentale dans le domaine des rotors d’hélicoptéres

— les méthodes de prédiction acoustiques

— les problémes d’interférence

— une table ronde et commentaires
Bien que des limitations considérables subsistent, le symposium a confirmé les progrés importants qui ont été réalisés dans un
grand nombre de domaines technologiques au cours de la demiére décennie. De nouvelles installations d’essais ont été
montées et de nouveaux bancs d’essai ont été fabriqués. De nouvelles campagnes d’essais multinationales de grande
envergure ont également été conduites. Les améliorations apportées au niveau de la théorie et des outils aérodynamiques ont
permis une meilleure compréhension des phenomenes de génération de bruit et, en méme temps, 1’aérodynamique numérique
(CFD) et 1’aéroacoustique numérique (CAA) sont devenues des techniques puissantes qui intéressent les concepteurs. Le

symposium a servi de forum pour la promotion de ces développements importants.

Le comité du programme tient a remercier le D* Karl Kienapple et ses collegues pour I'organisation trés réussie de ce
symposium a Berlin.

vi
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TECHNICAL EVALUATION REPORT

-AGARD Fluild Dynamics Panel Symposium on
AERODYNAMICS AND AEROACOUSTICS OF ROTORCRAFT

L. Dadone
Boeing Defense and Space Group
Helicopter Division
Philadelphia, PSnnsyIvania 19142
SA

ABSTRACT

The Fiuid Dynamics Panel of AGARD held a Symposium on the Aerodynamics and Aeroacoustics
of Rotorcraft in Berlin, Germany, on October 10-14, 1994. The Symposium addressed recent
analytical and experimental developments relevant to the aerodynamic and acoustic design of ad-
vanced rotorcraft. Most notable and promising is the current emphasis on computational fluid dy-
namics, computational aeroacoustics and advanced testing methods. Several recent experimen-
tal programs, unprecedented in scope and depth, have been possible because of the coopera-
tion among a number of AGARD member countries. The thirty four papers presented at this
Symposium have been published in Conference Proceedings AGARD-CP-552, and are listed in
.the Appendix of this report. This evaluation report provides a summary of each paper, followed
by general comments and a few specific recommendations.

1. INTRODUCTION

The 75th Meeting of the AGARD Fluid Dynamics Panel (FDP) was held from the 10th to the 14th
of October, 1994, in Berlin, Germany. The following theme was set by the Organizing Committee:

"The aim of the symposium is to review and discuss recent developments in aerodynamics and
aeroacoustics as they apply to the rotary-wing aircraft, and to foster the future development of this
class of flight vehicles. The Symposium recognizes the importance of understanding and accu-
rately predicting the aerodynamic and acoustic characteristics of military and civil rotorcraft; and the
need for improved phenomenological insight, better math models, adequate test equipment, and
more precise and efficient numerical methods. Despite current limitations, considerable progress
has been made in many technological fields in the last decade. New test facilities and test stands
have been constructed, improvements in aerodynamic theory and tools have led to a better un-
derstanding of noise generation phenomena, and Computational Fluid Dynamics (CFD) and
Computational AeroAcoustics (CAA) have evolved into useful techniques for designers.”

The agenda of the Symposium was as follows:
' "~ Opening Remarks
Keynote Speech
Keynote Paper
Session 1, Dynamic Stall
Session 2, Wind Turbines
Session 3, Three-Dimensional Aerodynamic Prediction Methods
Session 4 and 5, Experimental Investigations on Helicopter Rotors
Session 6 and 8, Acoustic Prediction Methods
Session 7, Interference Problems
Closing Remarks
Discussion

Thirty four of thirty six papers originally planned for the Symposium were presented. Regrettfully,
two were withdrawn. Appendix A lists the papers in the order of their presentation. Approxi-




T-2

mately one hundred twenty (120) delegates were in attendance. The Symposium dealt with heli-
copter and helicoptes-related windmill topics. Tiltrotor issues were not addressed. The large
number of co-authors in some of the papers is the result of cooperation among organizations
from the AGARD member countries. The first participation by Russia, with two papers, is a very
promising and encouraging development.

The Russian presence results from recent, and potentially most positive, changes in the world's
political arena. The end of the Cold War, however, has created new challenges for this industry
which has, traditionally, relied on military procurement for a significant share of its business.

We often witness the perception that research in rotorcraft Aerodynamics and Aeroacoustics is far
too removed from practical applications. At times that may be true, and we need to focus our re-
search on useful near-term goals and bold long-term challenges. But it is also true that to support
the development of advanced rotorcraft we must address very complex and interdependent
phenomena which cannot be quantified only by intuition and improved empirical models.

The compiexity cf the rotorcraft flow environment and the interdisciplinary aspects of rotorcraft
design require an effective use both of advanced analytical modeling and highly accurate and
comprehensive expierimental techniques. The papers presented during this Symposium prove
that truly impressive: progress has taken place both in analysis and test.

2, OVERYIEW OF THE PAPERS

During his openirig remarks, Dr. Kérner pointed out that since the 1982 Rotor Airioads Confer-
ence in London, Reference (1), the following new, major developments have taken place: 1)
Computationa Fiuid Dynamics (CFD) has become a reality. Advanced computers and a new gen-
eration of computer experts have made the development of CFD possible. 2) New, major, wind
tunnel and flight test programs have taken place. 3) New rotor test hardware is now available. 4)
We have nev: measurement techniques, ranging from Laser Doppler Velocimetry to Particle Ve-
locimetry, an:! 5) improved noise prediction and measurement methods have been developed
The papers ¢ slected for this Symposnum address all significant current developments

2.1 Keynote Paper

In his invited paper (2), A.J. Landgrebe presented an overview of Computational Fluid Dynamics
developments in the United States of America, specifically as directed to rotorcraft applications.
Landgrebe’s presentation covered all the key challenges: grid generation, numerical diffusion,
computaticnai efficiency and turbulence modeling. The paper reviewed all recent developments
and key cedes, and showed examples of state-of-the-art calculations. A major rotorcraft challenge
that remains is the modeling of the complete interactional problem. That challenge will not be met
until rotor wake modeling can overcome present numerical diffusion problems. Whiie it is clear
that Navic:r-Stokes methods are not yet accurate and practical enough for routine, comprehensive
helicopte: computations, many of the CFD codes, and particularly the Euler and Full-Potential
solutions, are starling to yield practical results in selected rotorcraft aerodynamics and
aeroacoustics problems.

22 Session 1 - Dynamic Stall

In the first paper (3) in the Dynamic Stall session, by Ekaterinaris, Srinivasan and McCroskey,
reviewed present CFD capabilities in the prediction of two-dimensional dynamic stall. Dynamic
stall is a very difficult challenge in advanced helicopter rotor design, so difficult in fact, that until
now the only reliable source of dynamic stall information has been wind tunnel testing. As with all
CFD applications the issues remain; a) accuracy, b) robustness and ¢) computing costs. In the
absence of stall, good agreement with test was obtained at M = 0.3, with the x—w turbulence
mode!. At higher angles of attack lift stall was predicted fairly accurately, while drag and pitching
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moments remained more difficult to predict. The prediction of reattachment from stall remains a
problem, which is not surprising since experiments have shown that stall reattachment is highly
non-repetitive. Transition modeling is very important, and to date it remains unresolved. The pre-
sent results are very encouraging because they show that analysis can be used to examine local
flow details at useful Mach numbers (i.e., at 0.3 < M < 0.4). Analysis may be soon available to
identify details which can explain unresolved 2-D testing issues.

Chandrasekhara and Carr (4) described two-dimensional wind tunnel tests to investigate com-
pressibility effects on dynamic stall. The NACA 0012 airfoil was employed over models with 3 and
6 inch chords. The test revealed muttiple shocks at the Leading Edge during stall. In addition to
valuable preliminary data on LE flow details, the present investigation, and future 2-D tests
employing the same setup, can be a source of much needed data on the effect of compressibility

on dynamic stall at model rotor Reynolds Numbers.
Regrettably, the third paper in the Dynamic Stall session was withdrawn.

Next, Ivichin (5) addressed unsteady aerodynamic effects on the profile drag in the assessment of
rotor performance. The method is based on an unsteady aerodynamic formulation by V. E.
Baskin, and it is backed by extensive test evidence. While a significant body of oscillating airfoil
data is available to document dynamic stall effects on the sectional lift and pitching moment, there
is relatively little data on instantaneous unsteady drag measurements. Ivchin's paper was particu-
larly interesting because it offered an insight into Russian helicopter research, which included 2-D
oscillating airfoil tests and rotor blade airload measurements by means of blade mounted bal-
ances. Test / theory correlation examples involving Mi-26 performance were also presented.

Geissler's and Sobieczky's paper (6) presented the results of an analytical investigation, carried
out by CFD, of "dynamically deforming” airfoils as the means to reduce the severity of dynamic stall
effects. Prior work had shown that variations in airfoil thickness can have a beneficial effect of
dynamic stall. Variations in LE camber, however, hold an even greater potential for the alleviation
~ of deep stall airloads. Analysis was used to investigate leading edge camber changes over 10%
of a NACA 23012 airfoil. The calculations showed that it shoulkd be possible to prevent the burst-
ing of a supersonic LE “bubbie” at high angles of attack, and also to alter pitching moment stall
hysteresis in a way which reduces negative aerodynamic damping. The variable camber sched-
ules examined in the paper were prescribed, and not yet optimized for specific rotor flow regimes.

2.3 Session 2 - Wind Turbines

Snel and van Holten (7) reviewed recent wind turbine aerodynamics research of relevance to
rotorcraft. Wind turbines experience many of the flow problems encountered on rotor biades, and
particularly on tiltrotor blades: the wake is close to the rotor disc, airloads and performance are
influenced by dynamic stall effects, the flow turbulence environments are comparable, as are the
diameters. The methods developed for windmills closely resemble the rotor analysis methods, in
both the areas of comprehensive analysis and blade CFD. interesting developments include the
representation of free wakes by vortex particles floating freely with the stream, in addition to the
better known vortex lattice and vortex tube models. Momentum theory and dynamic inflow
methods have also been examined as they offer computational advantages when high frequency
airload fidelity is not required. Rotating boundary layer calculations have included Coriolis force’
effects resulting from spanwise flow. Root end flows have been examined in detail. The lessons
leamed in windmills merit close scrutiny as they may be very relevant to rotor blade design.

Tchon, Hallé and Paraschivoiu (8) reported on CFD calculations carried out to investigate dynamic
stall effects on a NACA 0015 airfoil section employed on a vertical axis (Darrieus) windmill. Navier-
Stokes solvers were used with both laminar and turbulent flow assumptions. All Darrieus motions
were included. The computation grid was of the hybrid type, involving structured and unstruc-
tured meshes. The laminar calculations displayed alternating LE and TE stall vortices, which did
not agree with the test evidence. The turbulent solution, using a x—o turbulence model, accu-
rately modeled stall events and key local flow features associated with stall. As the authors cor-
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rectly concluded, "the results stress the need for turbulence modeling to realistically simulate
dynamic stall.”

Madsen and Rasmussen (9) examined differences in dynamic stall between the 2-D oscillating air-
foil environment, and the environment of a horizontal axis wind turbine. This research was moti-
vated by the need to desigh wind turbines in which maximum power and loads are "self-regulat-
ing" by appropriate use of dynamic stall effects. The 2-D osciliating airfoil tests produce airload
trends which are not in agreement with the windmill test evidence. Particularly significant are the
discrepancies between 2-D and 3-D data at the root end of blades. The dynamic stall characteris-
tics on windmill blades have a "chaotic content that is not well represented by semi-empirical
models developed for helicopters." The investigation included examples of preliminary CFD
modeling of a segment of windmill blade, with both laminar and turbulent flow assumptions

Filippone and Sgrenser: (10) described rotor CFD research aimed at both accuracy and efficiency,
achieved by breaking up the computational domain into viscous regions close to the blade sur-
face, and inviscid regions away from the surface. The method addresses both steady and un-
steady flow regimes for blade "strip” elements experiencing three-dimensional induced velocities.
While problems remain with the coupling of the outer inviscid region with the inner viscous solu-
tion, the method was correlated with measured windmill biade pressures with very encouraging
results. _

Voutsinas, Belessis, and Rados (11) developed a three-dimensional, non-linear aeroelastic nu-
merical analysis to investigate the response of a horizontal wind axis turbine during yawed flow
operation. Blade structural effects and tower interference effects were also included. The aero-
dynamic solution was based on a time marching scheme and an unsteady free-wake employing
vortex particles. The vortex particle approach is of significant interest for helicopter rotor applica-
tions. Correlation with measured blade bending moments was satisfactory, but showed that fur-
ther improvements in the modeling should be implemented for more accurate results.

2.4 A Session 3 - Three-Dimensional Aerodynamic Prediction Methods

Costes, Beaumier, Gardarein, and Zibi (12) presented a survey of ONERA methods for the aero-
dynamic analysis of helicopter rotors in hover and forward flight. All areas of interest were cov-
ered, including transonic flow over the advancing blades, retreating blade stall, hover and forward
flight flow field characteristics, rotor trim, aeroelastic coupling, interactional aerodynamics, blade
CFD, design optimization methods, and test / theory correlation with data from advanced experi-
mental investigations. All main analysis codes are described. While the ONERA codes are similar
in approach to codes developed by other European and American organizations, the ONERA
researchers have carried out an impressive amount of test-theory correlation with data acquired by
means of state-of-art methods. The paper is of great interest also because it describes compre-
hensive and multi-disciplinary computation procedures which are well understood in principle, but
quite difficult in their application to actual helicopter rotor designs.

Raddatz and Pahlke (13) carried out an investigation of the hover "wake capturing properties” of
an Euler solver applied to multi-bladed rotors. The investigation addressed grid resolution and
single vs two- block grids, including the effects of chimera boundaries. Calculated wake geometry
features and pressure distributions were compared to test results by Caradonna and Tung. The
study showed that refining the wake grid does improve the accuracy of the calculated hover wake
features, although the improved wake details do not necessarily result in improved blade surface
pressure predictions. At present, rotor design is carried out by means of codes relying on "vortex
element” wake models, which are closely coupled with the blade loading and may have free-wake
features but are not modeled by CFD. The results of this Euler investigation showed that multi-
block computation schemes hold significant promise in the modeling of both hover and forward
flight rotor wakes. However, the assessment of stili more accurate blade airloads and performance
will eventually require the introduction of viscosity.
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Berezin, and Sankar (14) approached the CFD modeling of the UH-60 rotor in forward flight by a
hybrid approach. The computational domain was split into two regions. A Navier-Stokes
formulation was used near the blade surface, and a Full-Potential solution elsewhere. The two
regions were coupled through boundary conditions on the interface surface separating them.
Splitting the computational domain was shown again to be very promising: the hybrid approach
resulted in an approximately 50% reduction in CPU time, compared with a stand-alone Navier
Stokes solver, although some problems remain in the prediction of separated flow regions.
Examples of test/theory correlation were shown in the presentation.

Narramore (15) reviewed how CFD has been put to use in industry (at BHT) in support of rotorcraft
- design. Excellent qualitative and quantitative results have been obtained with the more "mature”
CFD applications, e.g., 2-D airfoil design, by direct and inverse solutions. With more complex 3-D
models, for which Narramore used state-of-art computers such as the NAS, CFD may not neces-
sarily produce quantitative answers, but it yiekds an extremely useful insight into the phenomena
involved. Narramore also illustrated and emphasized how computer graphics and work-stations
facilitate the utilization of CFD in the engineering design environment.

Réttgermann and Wagner (16) described the coupling of a vortex lattice wake model with a Carte-
sian computation mesh (not body fitted) to capture blade flow details by means of a full-potential
solver. The emphasis is on "Cost Efficient Calculations”  As illustrated by comparison with blade
pressure data, the method yields satisfactory results up to flow conditions including weak shocks.
The simplified computation grid around the blades and the use of a pre-defined (non CFD) rotor
wake model lead to significant improvements in numerical convergence, and a significant reduc-
tion in data storage requirements. The method can and eventually will be coupled with a bound-
ary layer analysis to calculate profile drag.

Finally, Bessone and Petot (17) presented the results of the systematic evaluation of a compre-
hensive rotor analysis code (ROTOR) combining current aerodynamics and dynamics models, dif-
ferent advanced rotor wake options {METAR) and blade CFD (FP3D). The results of the analysis
were compared with data from rotor tests at Modane of the 7A and ROSOH rotors. The correla-
tion with test data points out that unsteady tip effects cannot be captured by methods based on 2-
D information, and that the accuracy of the aerodynamic solution is dominated by elastic blade
torsion effects. The use of CFD improves the modeling of tip flow effects, but presently, the
value of CFD is more qualitative than quantitative. A new stall model, including swept tip effects, is
being developed at ONERA . The ROTOR predictions are satisfactory for the lower harmonic air-
loads, but for the moment problems remain with the higher harmonic airloads. The great long-term
advantage of the ROTOR code is the modularity of its elements.

2.5 Session 4 - Experimental Investigations on Helicopter Rotors

Hamel and Kaletka's invited overview paper (18), presented by Dr. Hamel, summarized the
findings of Flight Vehicle Panel's (FVP) Working Group 18 in Rotorcraft System Identification.
System identification involves the definition of mathematical models of aircraft, or rotorcratft,
response and the determination of empirical coefficients which are adjusted to improve the
agreement between the models and test evidence. The paper presented a detailed discussion
of Maneuvers, Measurements, Models and Methods, drawn from flight test evidence for the AH-
64, SA-330 and B0-105 helicopters. The Working Group's Final Report and Lecture Series have
been published, respectively, in References (36) and (37). Key conclusions were that while
Industry acceptance of System Identification methodology is growing, and significant progress
has been made, today's methods permit a correlation of Wind Tunnel, Flight Test, Analysis and
CFD on a "rudimentary” level only. The accurate modeling of complete helicopter characteristics
from design through production is still a major challenge.

Niesl, Swanson, Jacklin, Blaas and Kube (19) summarized the results of a full scale MBB BO-105
rotor test to investigate the effects of Individual Blade Control (IBC) on noise radiation. The test
~ was carried out in the 40x80 ft Wind Tunnel at the NASA Ames Research Center as a cooperative
research program involving NASA, ZF Luftfahritechnik, DLR and EUROCOPTER Deutschiand.
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The test established the feasibility of reducing BVI noise by reducing blade lift both where the
vortex is generated and where the blade encounters the vortex. BV noise reductions of up to 7
dB were measured with different higher harmonic input modes. While the IBC inputs as tested
were not optimized, and caused some performance or vibration penalties, the results of the test
imply that there are no fundamental obstacles to the use of feedback-controlied IBC inputs to
reduce BVI noise with minimized performance and vibration penalties. For that purpose, a
feedback controller could be linked with blade pressure or other key measurements. The results
of this test will be very useful in guiding the development of other advanced blade control system,
as, for instance, devices employing smart structures.

Kataplioglu and Caradonna (20) reported on a Blade Vortex Interaction test conducted to quantify
key aeroacoustic effects and to generate the detailed test data necessary to validate the CFD
methodology necessary 0 assess BVI pressures and noise. The test was carried out in the 40 by
80 ft Wind Tunnel at the NASA Ames Research Center, and it invoived a 7 ft diameter model rotor
with pressure instrumented blades, installed downstream of a vortex generating wing. The two-
bladed teetering rotor had rectangular untwisted blades, with a NACA 0012 airfoil section, and 6
inch chord. Acoustic data were obtained with fixed near-field microphones and movable array far-
field microphones. Flow visualization was used to verify the position of the vortex involved in BVI.
The test quantified the effect of variations in blade-vortex separation, vortex strength and direc-
tion, and blade lift at BVI encounter. "Miss" distance between blade and vortex was found to be a
major parameter in reducing BV! noise. ‘

Samokhin's and Rozhdestvensky's paper (21) presented an overview of the results of acoustic
studies carried out by means of flight test for three multi-bladed single-rotor helicopters. The
three helicopters, the MI-8, MI-24 and MI-28, are currently produced and operated in Russia. Far
field noise level measurements were carried out by ground-based microphone arrays. A heli-
copter's far-field noise includes main and tail rotor contributions, and contributions from the en-
gine, gearboxes and transmission. The examples of measured noise spectra display discrete
component frequencies attributable to the main and tail rotors, and broadband components. An
X- tail rotor configuration, with same diameter and chord as the baseline, was tested on the MI-28.
The X-tail rotor reduced the noise by 3 to 5 PNdb in level flight.

2.6 Session 5 - Experimental Investigations on Helicopter Rotors

Tarttelin and Martyn (22) described key results from an in-flight research program carried out by
the Defence Research Agency (DRA), Bedford, UK, on the Aeromechanics Lynx Control and
Agility Testbed (ALYCAT). The Lynx helicopter used in this program was equipped with pressure
gage instrumented main and tail rotor blades. The main rotor blades were also instrumented with
strain gages. The blade instrumentation and the codes used in analyzing the ALYCAT data were
based on prior experience with the Puma helicopter. Tail rotor blade loads were obtained empiri-
cally from LE and TE pressure measurements. Blade pressure distributions were compared to 2-
D wind tunnel test data for the RAE9617 and RAEQ615 airfoil sections. The objective of the test
program was to obtain a large data base for advanced flight simulation, and therefore the flight
conditions ranged from hover and level flight to maneuver and transition, climb / descent and con-
trol input response. The analysis of the data is only in the early stages, but the data contain a
large volume of very interesting information, including main and tail rotor interaction effects.

In paper (23), Seelhorst, Beesten and Butefisch showed examples of rotor flow field measure-
ments obtained by three-component Laser Doppler Velocimetry in both hover and forward flight.
Blade Vortex Interaction (BVI) conditions were also examined. The tests were carried out for two
four-blade model rotors, one with rectangular tips and the other with swept tip winglets. The
NACA 0015 airfoil was employed on both rotors. The hover tests were carried out at DLR
Gottingen, and the rest in the open test section of the ILR Aachen low-speed wind tunnel.
Objective of the test was an improved understanding of the mechanism of tip vortex rollup as a
function of tip geometry, and the documentation of vortex strength, core size and tip vortex
kinematics. Excellent examples of vorticity contours were shown for the two tip configurations.
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The vortex trailed by the square tip rolled up very rapidly. The vortex trailed by the winglet rolled
up at a considerably slower rate. The data deserve further close scrutiny.

Berton, Favier, Maresca and Nsi Mba presented the results of airload measurements obtained
over rotor blades in hover by Laser Doppler Velocimetry. The velocity measurements were carried
out over a path taking into consideration the Kutta condition at the trailing edge (Equations de
bilan de quantité de Mouvement et de Kutta - KME method). Besides determining the local lift,
the LDV data also allowed an assessment of the local profile drag. The tests were carried out in
IMFM's S1-Luminy wind tunne! with 1.5 m diameter model rotors having -8.3° of twist, the OA209
airfoil section, and four different blade tips outboard or 0.95R. The trajectory of the trailed vor-
tices was determined by smoke visualization and hot wire anemometry. In the examples shown,
there was excellent agreement between blade measurements by LVD and hub balance mea-
surements, both in terms of thrust and torque. A significant point was also raised about the choice
of integration path: while in a two-dimensional environment the determination of the local circula-
tion is independent of path, in the rotor environment the same integration can be significantly
influenced by nearby rotor wake elements.

Kube, Splettstoesser, Wagner, Seelhorst, Yu, Boutier, Micheli, and Mercker presented a status
report {25) about the Higher Harmonic Control Aeroacoustic Rotor Test (HART). The HART pro-
gram was conducted jointly by AFDD, NASA, ONERA and DLR in the German Dutch Wind Tunnel
(DNW). The objective of the test was to investigate the effect of Higher Harmonic Control (HHC)
on Blade Vortex Interaction (BVi) noise and vibration by both theoretical and experimental
methods. The tests were conducted on an DLR test rig, ROTEST ll, with a 2 m Mach scaled model
of the hingeless MBB BO-105 rotor. The rotor balance measured both static and dynamic forces
and moments. The blades were instrumented with 132 pressure transducers and 32 strain
gages. Noise measurements were carried out by means of fourteen microphones (eleven
movable, and three fixed). Extensive fiow visualization and Laser Doppler Velocimetry (LDV)
measurements were also made. Two different LDV techniques were employed for advancing and
retreating side blade vortex interaction events. Two different systems were also used to measure
in-flight elastic blade deflections. The test conditions included descent flight with a variation in
velocity from low to high speed, but emphasis was placed on a low speed descent condition
simulating landing approach at L = 0.15. A very large volume of data has been acquired. HHC
was shown to be effective in reducing BVi noise (5 db) at some cost in loading noise, but loading
noise is not as bothersome to human beings as BVI. The reduction in vibration, and, possibly
performance improvements require different HHC schedules. Differences in vortex structure
were observed as a result of HHC.

2.7 Session 6 - Acoustic Prediction Methods

Paper (26), by Beaumier, Prieur, Rahier, Spiegel, Demargne, Tung, Gallman, Yu, Kube, Van der
Wall, Schultz, Splettstoesser, Brooks, Burley and Boyd summarized the theoretical predictions
carried out in preparation of the HART test, and subsequent initial validation efforts. Predictions
were carried out by different teams using state-of-art European and US codes. The analysis
addressed blade deformations, wake/vortex geometry, sectional loads and noise and provided a
first insight into the mechanisms by which Higher Harmonic Control {HHC) may affect BVI noise.
Initial conclusions are that free wakes and accurate aeroelastic blade analyses are necessary to
understand the conditions leading to BVIl. Generally, the methods for BVI analysis still need
improvement, and the authors conclude that, at this time, it is premature to propose, from pure
theoretical studies, a complete explanation of the mechanisms by which HHC may affect BVI
noise. The data, however, will be extremely valuable in identifying key effects which might be
exploited in future HHC investigations or in the definition of other advanced rotor blade control
concepts.

lanniello and De Bernardis (27) addressed quadrupole noise prediction methods and its treat-
ment through the acoustic analogy approach, comparing different forms of solution of the non-
linear term in the Ffowcs Williams and Hawkings equation. The authors recommend a three-
dimensional integration through a prescribed volume around a blade. The proposed method
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requires a significant investment in computer resources, but it is quite accurate. An example is
shown for a non-lifting rotor in hover, with tip Mach numbers up to 0.8 and an in-plane micro-
phone location, for which excellent results ware obtained by integration of the aerodynamic data
from a full-potential solver. A comparison between solutions on a Convex C3860 and the Cray
YMP showed the latter {0 be approximately four times faster.

Gennaretti, lemma and Morino (28) proposed a Boundary Integral Method (BEM) for the unified
aerodynamic and aeroacoustic analysis of rotors hovering at transonic tip speeds. The BEM
approach is recommended as it can be computationally more efficient than current CFD tech-
niques in addressing complex flow fields, such as a rotor wake in the presence of a helicopter
fuselage. The method is still under development, but a few examples are shown to illustrate the
excellent agreement between BEM, test evidence and existing numerical results based on the
solution of the Ffowcs Williams and Hawkings equation. ‘While only non-lifting hover conditions
have been modeled so far, the calculated aerodynamic solutions are comparable to results
obtained by CFD methods.

Schultz, Lohmann, Lieser, and Pahlke (29) presented an overview of helicopter aeroacoustic cal-
culations carried out at DLR. Primary emphasis has been on blade vortex interaction noise (BVI)
and high speed compressibility impulsive noise. First the paper discusses low speed BVI noise
predictions with aerodynamic inputs from a Lifting Body Surface method (originally developed for
propellers) and the linear terms from the Ffowcs Williams and Hawkings equation. Next high
speed hover and forward flight noise is addressed, by a combination of 3-D Euler solvers and the
FW-H equation. Comparisons are made with UH-1H and BO-105 model test data from DNW. The
aerodynamic results are not always in good agreement with the test evidence, and that is at least
in part due to inaccuracies in the wake model. The acoustic results, however, are in fairly good
agreement with the experimental data. Four different approaches to solve the quadrupole vol-
ume integral are compared for a hover case. While some methodology improvements are still
necessary, both the BVI and the high speed noise prediction methods yield useful results.

Toulmay, Falchero and Amaud (30) described the methods available to predict exterior noise,
from the French helicopter manufacturer's point of view. They divided their requirements into four
different noise assessment categories: 1) Overall rotor noise, 2) Blade-Vortex Interaction, 3) Fan-
in-fin, and 4) Complete helicopter in flight. The presentation included a tape recording of noise at
various flight conditions. Foremost, the blade airloads must be correct, since airloads are the first
step in the chain of calculations. The paper discusses in detail the different methods of analysis
and shows several examples of testtheory correlation with wind tunnel and flight test data.
Fenestron noise in hover and main rotor rotational noise can be predicted fairly accurately, but
problems remain with computations involving aerodynamic interactions. Strut interference, caus-
ing fan-in-fin turbulence ingestion, will be investigated experimentally in the near future. In some
instances, as with engine noise and complete helicopter configurations, there is no substitute for
test.

2.8 Session 7 - Interference Problems

Syms and Zan (31) discussed experimental and numerical methods to assess interference effects
during helicopter operation from non-aviation ships, such as frigates. Data on the wake of a repre-
sentative ship superstructure were acquired by means of a small (1/300) scale wind tunnel model
for various head-on speeds. The measurement methods included hot-film anemometers, and
"flying" and stationary probes. The ship wake data were then imposed on a simulated UH-60
Black Hawk to evaluate wake effects on helicopter force and moment variations in the presence of
different large scale separated flow features. As could be expected, the most dangerous condi-
tions are in the presence of a reverse flow region behind a frigate’s hangar and above the flight
deck. The simulation also showed that the measured vertical velocity fluctuations had a greater
effect on rotor loads that any streamwise variations.

In paper (32), Newman described a recent investigation of rotor blade flapping motions during
engagement and breaking aboard ships. The uncontrolied motions of the rotor blades during
startup and shutdown in the presence of strong winds are referred to as "blade sailing” , and can
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be quite dangerous. The experimental investigation involved testing a small scale model of a
rotor, similar to the Westland Lynx rotor, on a structure representative of a ship's flight deck,
aligned at right angles to the incident wind direction. The assembly was tested in the settling
chamber of a wind tunnel up to speeds corresponding to full scale 47 knot winds. Records were
made of the flow environment and of the flapping behavior of the rotor at various rotational speed
and wind conditions. Subsequent analysis showed that the driving force behind blade sailing is
the vertical component of the wind and its variation over the rotor disc. Maximum flapping ampli-
tudes occur at rotor speeds approximately 10% to 15 % of the normal operating value.

2.9 Sesslon 8 - Acoustic Prediction Methods

Baeder's presentation (33) reviewed the role and status of Euler solvers in the assessment of the
impulsive noise of helicopter rotors. While not yet usable routinely, Euler solvers can be con-
sidered "fairly mature” in providing the aerodynamic data necessary as input to Kirchhoff and
acoustic analogy methods for the prediction of far-field noise. While Euler solvers are not yet suf-
ficiently mature to allow the prediction of Blade Vortex Interaction noise under the complex three-
dimensional environment of the rotor flow field, they can be used to investigate promising
phenomena on a two-dimensional basis. Examples shown in the paper include the effect of
introducing a fast airfoil pitching motion, during BVI, to cause the blade-vortex encounter to occur
at a lower lift level. This airfoil pitch change reduces the pressure gradients in comparison to the
unmodified encounter. The entire encounter, and any consequences of the additional pitching
motionS on the sectional forces and moments, can be modeled by means of CFD codes such as
TURNS.

Lyrintzis (34) presented a comprehensive review of the use of Kirchhoff's method in rotorcraft
aeroacoustics, starting from its the early applications to fields other than acoustics and a descrip-
tion of the development of typical formulations. The use of Kirchhoff's method in the prediction of
high speed helicopter noise has increased over the past 5 to 10 years because of the develop-
ment of CFD methods that can be used to evaluate the near-fiekd aerodynamics. Several exam-
ples are shown comparing various methods of impulsive pressure predictions and test data. In
concluding, the author points out that simple portable Kirchhoff subroutines can be developed to
calculate the far-field noise from the near- and mid-field CFD solutions for rotor blades in high
speed flight.

In paper (35), Wells, Han and Crossley discussed the possible use of genetic algorithms in the
design of low-noise rotor blades. Optimization by genetic algorithm methods allows the investiga-
tion of designs combining highly diverse objective functions and under rules which avoid the local
maxima ,or minima, that limit other more conventional methods. Without claiming that the acoustic
prediction methodologies involved are totally reliable, the paper presents the results of optimiza-
tion calculations addressing thickness noise only, loading noise only, and a combination of the
two under constraints which allow variations in airfoil, planform taper, tip speed and number of
blades, without any constraint on performance. While the methods described are not sufficiently
mature for detailed design, it would be a mistake to overlook their potential applications to prelimi-
nary design.

Again regrettably, the very last paper in the Symposium was withdrawn.

3. DISCUSSION

The Symposium covered a variety of technical subjects in considerable depth, but this discussion
will be generally limited to broad issues, and will try to emphasize the applicability of current
research from a rotorcraft manufacturer's point of view.
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Are there significant trends in our research? A survey of the thirty four (34) papers presented
shows that:

o Seventeen (17) dealt with Computational Fluid Dynamics (CFD),
o Twelve (12) addressed rotor noise,

o Twelve (12) addressed experimental investigations,

o Eleven (11) were survey par:ers.

This distribution reflects today's concerr:s with the complexity of the rotor flow environment, and
with the difficulty in understanding and cuantifying some of the most important phenomena. We
can see that significant progress has besn made, and we have good reasons to be proud of our
accomplishments, but in looking to the future we must seek the answer to difficult questions,
such as:

0 Are we addressing the ess2ntial problems?
o Do we have a good mix of near-term and long-term research goals?
0 What are, or should be, ouir priorities?

The subjects covered during the Sympasium include most of today’s concerns, including the
resolution of fundamental problems in Computational Fluid Dynamics, the contents and validity of
comprehensive rotor analysis code;, the coupling of comprehensive codes with rotor CFD, the
complexity and value of rotor wake modeling, and the results of extensive analytical and experi-
mental investigations. The subject of rotorcraft acoustics was addressed very extensively from
both points of view of noise predirtici and measurement. Relatively limited attention was paid to
interactional aerodynamics and op:imization, but that was not because of any "maturity” in the
methods involved, but rather beczuse both represent challenges which cannot yet be met. A
discussion of the major subjects #nc¢ points of interest follows.

ics - J. Landgrebe's survey paper (2) set the stage for all the detailed
presentations that followed. In ore way or the other, all papers concurred with Landgrebe's
message that CFD still has to ovarcame problems with:

o The efficiency of the fiov: solvers,
o Grid generation,

o Turbulence modeling,

o Numerical diffusion.

At present, we envision a sigr:ificant role for CFD in almost all aspects of rotor and windmill analy-
sis because CFD offers a unic:e insight, even when the quantitative results do not fully meet our
expectations. The range of C.F.} applications covers the entire spectrum of advanced rotor con-
cepts and key phenomena. We have seen CFD used to quantify:

o Rotor blade flow erivironments, from effects due to advanced blade shapes to local 3-D
conditions, and transonic flow and blade- vortex interaction information needed to
-evaluate rotor noi:e, '
o Windmill flows, with emphasis on blade root-end effects and stall control,
o Rotor wakes - yery promising, but not yet useful because of numerical dissipation
problems,
0 Fuselage design issues, primarily aimed at the reduction of flow separation and
interactional aerodynamic effects,
o Airfoill design,
o Dynamic stall medeling, which remains a difficult challenge until transition and
turbulence modeling problems are resolved,
o Variable camber concepts, particularly necessary to quantify unsteady aerodynamic
effects associaied with the motions of deployable blade surfaces.
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The most promising CFD developments addressed during the Symposium include:

o Hybrid grids,

o Split computation domains,

0 Multi-block grids and Chimera type boundaries,

0 Wake / vorticity capturing schemes,

o The coupling of rotor CFD with comprehensive rotor analysis codes.

While CFD needs to be improved to represent better the physics involved, it was recognized that
“cost effectiveness” is a very important issue in the application of CFD to actual problems. More-
over, "cost effectiveness” encompasses “accuracy " as well as "computational efficiency” and
ease in processing input and output information. The proper utilization of CFD has been of great
concern to the fixed-wing aircraft industry, long before it was seen as a viable alternative to sup-
porting rotorcraft design. Recently, Paul Rubbert (38) presented an excellent overview of the sit-
uation in his AIAA Wright Brothers Lecture on the role of CFD in airplane design. In airplane de-
sign a key element istime. The reduction in time needed to develop a new airplane is the best
contribution CFD can make to the process. Rubbert advocates the use of CFD in tackling only a
few of the most critical (and challenging) flight regimes, and not the computation of trends which
could be obtained by other means.

In supporting rotorcraft design, the use of CFD is not "mature” ( i.e., both common and
successful), partly because CFD is a relatively new tool for us, and partly because the rotor flow
environment is significantly more complex than the flow over fixed wing aircraft. While we have to
continue pursuing difficult CFD challenges, such as rotor wake modeling, BV! and dynamic stall,
very useful data can be obtained today by more limited and better understood applications, as
described, for instance, in References (15) and (39).

Dynamic Stall - Coping with dynamic stall remains an open research challenge, although over 20
years have passed since the start of systematic oscillating airfoil tests, e.g., references (40) and
(41). While tests are still necessary, we now expect Computational Fluid Dynamics to provide
some of the insight, if not the actual data, necessary to address dynamic stall and unsteady effects
in rotor design. Fundamental modeling issues will have to be resolved before CFD can be used
for detailed design support in unsteady aerodynamics. Having participated in a number of oscillat-
ing airfoil tests, | would alert the code developers to the extreme lack of repeatability, from cycle to
cycle, often observed in the recovery from dynamic stall.

It should be also noted that the test setup reported in paper (4) may provide dynamic stall data at .

model rotor scale Reynolds numbers and at full Mach numbers. Oscillating airfoil data for the cor-
rect combination of scale and compressibility effects have not been available to date.

Windmills - Windmill research continues to be a source of data and methodology for rotor and
proprotor applications. Of particular interest are: 1) The developments in wake-vortex particie
methods, which could contribute significantly to the definition of efficient free-wake models, and
2) The research on blade root-end boundary layer and separation modeling, which could prove to
be valuable in the definition of inboard blade contours on future tiltrotor blades. The research in
windmill blade stail should provide additional insight into dynamic stall effects.

Comprehensive Codes - It was interesting to observe the variety of comprehensive rotor analysis
codes available today, and the great commonality among them, as they all employ similar ap-
proaches in the modeling of biade aerodynamics and dynamics. Today's comprehensive meth-
ods of rotor analysis are either "modular” in their structure, or consist of separate codes which can
be linked by the user. All can be coupled with blade CFD codes, and all are starting to take advan-
tage of computer assisted graphics in displaying results. And, ﬂnally, all the codes suffer from de-
cidedly uneven success when correlated with test data.

A specific problem that remains to be addressed before the CFD and comprehensive codes can
be fully coupled (without "correction” factors) is the overprediction of sectional lift-curve slopes by
the CFD codes. This is a well known consequence of ignoring viscosity, in the potential and Euler
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solvers, and the applicable examples presented during the Symposium confirm this trend. In the
longer term, when viscosity effects can be routinely accounted for, prediction errors due to the
absence of boundary layer effects should no longer be a problem. Examples of successful two-
dimensional Navier-Stokes calculations have already been reported (42), but comparable Navier-
Stokes solutions for rotor blades have not yet been practical. While many code developers rec-
ognize that the sectional (or local) lift-curve slope values calculated by their CFD codes may be
high, most of them do not appreciate the consequences of a 10% or 20% error in rotor blade
loading calculations when coupled with blade motions and elastic deflections.

Elight_and Rotor Tests - Together, the test programs described during the Symposium provide
a staggering amount of experimental data, and probably hold answers to many, if not most, of the
problems we presently encounter in the development of advanced rotors. Only one major pro-
gram was mentioned and not described in detail, and that was the Flight Test of the Heavily In-
strumentled UH-60 Helicopter (43). The data acquired during recent wind tunnel tests and flight
tests include:

o Blade surface pressures and strain gage data,

o Acoustic data, '

o Higher Harmonic and Individual Blade Control (HHC and IBC),

o Main and tail rotor airloads,

0 Results from advanced flow measurement techniques, documenting rotor wake
velocities, wake rollup, blade circulation and details of blade vortex interaction (BVI),

0 Special purpose BVI tests.

Although it is an exciting development to have acquired such high quality and comprehensive
data, funding problems have typically beset all large test programs and have too often compro-
mised the adequate reduction, analysis, documentation and dissemination of test results. One
can only hope that the cooperative nature of most of the test programs reported at this time will
assure the support necessary to compile useful records of the most critical information.

Acoustics - Progress has taken place on three fronts: CFD, test, and aeroacoustics methodol-
ogy. The evaluation of rotor noise depends on an accurate knowledge of the time derivatives of
blade surface pressures, which will eventually be predicted by CFD. Very encouraging results -
have been obtained in the evaluation of high speed quadrupole noise by various integration
methods. While high speed noise prediction by CFD methods was considered "mature” by some
of the speakers, the prediction of BVI noise was recognized to be a challenge not yet within
reach.

Independently of the relatively slow progress in Computational Fiuid Dynamics and Computa-
tional Aeroacoustics, many of the advanced rotor tests reported during the Symposium will pro-
vide direct physical evidence quantifying the flow field phenomena, the time derivatives of rele-
vant pressures, and the associated rotor noise. The same tests should provide guidelines (not
clouded by computational difficulties) on the means to reduce rotor noise.

Interference - The two papers on interference (31) and (32) addressed ship flow environments
and their effects on helicopter operation and safety.  Both dealt with difficult problems which
cannot be approached by conventional rotor analysis methods because of the complexity of the
flow environment (aerodynamic interference effects from ship structures), the lack of periodicity
in the events being modeled, and the wide excursions in blade airloads and motions. Both pa-
pers described methods which introduce measured flow field data into special purpose blade
aerodynamics and dynamics analysis codes, with very revealing results.

Optimization - The last paper (35) dealt with acoustics, but it introduced genetic optimization as a
non-intuitive method o determine which combinations of blade properties result in reduced noise
within given flight conditions. While the algorithms used to relate blade geometry and noise were
not necessarily valid throughout the design space, the approach generated interesting results,
significant interest, and a great deal of discussion. Genetic algorithms require a large investment
in computer resources, but are a promising development in advanced optimization methods.
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New Horizons - The Russian papers on unsteady drag (5) and acoustic measurements (21) pre-
sented only a small sample of the experimental data, and analytical and empirical methods devel-
oped over decades in the former Soviet Union. Contacts with the Russian scientific community
are steadily increasing. The proceedings of the First Forum of the Russian Helicopter Society
(44), held in Moscow during September 1994, offer the first up-to-date overview of Russian
research and technology in the area of rotorcratft. '

In Summary 4
The most significant developments addressed during the Symposium were:

(o) Computational Fluid Dynamics applicationsdominate all analysis developments. CFD
has not yet fulfilled its promise, but it will eventually be the single most poweriul tool
available to support advanced rotorcraft design.

(¢] Computational Aero Acoustics (CAA) does not lag far behind CFD in its development, but
it is not yet ready to support routinely the development of quiet rotors.

(o] Testing techniques have evolved to yield an unprecedented amount of flow field,
airloads and acoustic details.

o In Rotorcraft System Identification, today's methods and procedures permit only a
rudimentary level of correlation among Wind Tunnel, Flight Test, Analysis and CFD.

o Windmill research continues to complement rotor research.

o] Our comprehensive rotor analysis codes are very similar. We have similar success in test-
theory correlation. The coupling with CFD codes will eventually make a significant
difference.

Are we after the right problems?

Generally, yes, in my opinion. Progress is being made in all relevant technologies, but many
challenges remain. Among them:

o

0

The definition of advanced tiltrotor analysis methodology.

An emphasis on ysable CFD, which starts with "application friendly" grid generation and
post-processing methods. Also, CFD methods should be routinely correlated with test
evidence, preferably for some generally accepted benchmark conditions, before being
extended to complex flows. Adaptive grids were mentioned but not explicitly
addressed.

The overprediction of 2-D lift curve slopes by rotor CFD codes, in the coupling of CFD
and comprehensive rotor analysis, has been largely ignored. CFD and rotor analysis
cannot be meaningfully coupled until this and related difficulties are resoived.

A n understanding of how aeromechanics and aeroacoustics should interface with
design and manufacturing technologies to reduce rotorcraft development costs.

The resolution of the numerical dissipation of CFD wakes.
Better means to separate numerical problems from the physics modeling problems.

The definition of maneuver and transition rotor analysis methods.




For the near-term, the mix appears to be reasonably good. And in judging some of the research
we have to remember that the primary charter of Universities is educating students. Even more
than in the past, however, we have to make a continuing effort to remain aware of on-going devel-
opments, and will have to adjust the direction of research as necessary. A steady dialogue
among Industry, Govemment Research Centers and Universities is absolutely necessary because
our products, and the way we design and manufacture them, are changing faster than ever.
From the researcher's and educator's points of view, what is at stake is not just the timely support
of emerging technology requirements, but also the career prospects of future engineering
graduates.

For the longer term, i.e., during the next decade, | can only suggest that the following develop-
ments are probable: .

o Tiltrotor aircraft, including high-speed civil tiltrotors will become a reality.

0 Low noise features will be essential for civil helicopter and tiltrotor designs. Acceptance
by the public of future civil rotorcraft depends on low noise (primarily low BVI noise) dur-
ing descent and approach to vertiports. We need practical solutions as soon as possible,
and will have to rely on test as long as analysis remains inadequate.

(o] Smart structure materials will be employed on rotor blades and other rotorcraft compo-
nents. The initial implementation of smart structure devices on rotor blades will probably
benefit from the experiences with Higher Harmonic Control (HHC) and Individual Blade
Control (IBC).

o Transition and maneuver flight modeling by comprehensive rotor analysis methods has
not been practical to date. Eventually, improved methods and faster computers will make
maneuver and transition analysis possible.. Timing depends on funding priorities. The

~ comprehensive rotor analysis codes will have to be extended to non-periodic solutions.

o] Advanced computers (parallel and distributed) are starting to have an impact on both
accuracy and efficiency (i.e., "wall clock time") of large calculations. The cost of comput-
ing hardware continues to drop. Difficulties remain, however, with the "user friendliness”
and robustness of large, multidisciplinary computation methods.

o] Comprehensive, advanced aerodynamics/dynamics modeling will be employed to an
increasing extent in rotorcraft flight simulation. Real-time comprehensive rotor analysis
calculations are not yet possible, and may not be desirable, but better algorithms and
faster computers will make it possible to introduce more accurate models in the flight
simulation codes.

o There is an increased interest in Remotely Piloted and Unmanned rotorcraft. While fixed
wing RPVs have been in use for some time, most recently, helicopter and non-helicopter
rotorcraft concepts have been investigated for their military and agricultural applications.

What should iorities?

Clearly, tiltrotor aircraft have not yet been recognized as a long-term opportunity by a significant
portion of the rotorcraft community. That will change, and new specific methods of analysis will
prove necessary to support the design of advanced tiltrotors. Fortunately, most current heli-
copter methodology will be applicable, although additional development efforts will be necessary
to address a variety of interactional flow environments involving wings and tail surfaces, large vari-
ations in rotor orientation, blade tip-fuselage proximity airloads, and all propeller design issues
ranging from whirl-flutter stability to high speed performance and vibration.
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A recent assessment of priorities in the development of tiltrotor technologies is described by H.
Alexander, et al., in reference (45). Not surprisingly, Alexander's study concluded that "Safety”
is always the first priority. It is followed by concerns with "Community Noise Outside Vertiports.”
Passenger confidence, operating costs, fares etc. all play important but diminishing roles. To a
great extent, these conclusions also apply to helicopter operation in a civil transportation envi-
ronment. "Safety” can be related to the reduction in vibratory airloads and is an aspect of the
aeromechanics and aeroacoustics technologies we are concerned with, but it is not a clearly
quantifiable challenge. Community noise, on the other hand, is easily quantifiable (if not pre-
dictable) as a goal, and it is a challenge that we can and should take personally. Therefore, for the
near term, | believe that we should place a high priority on the investigation of the means to re-
duce Blade-Vortex Interaction noise during descent flight, in helicopter regimes. The reduction
of BV effects is likely to reduce vibration as well as noise.

BVI noise is the most difficult of the technical challenges addressed during this Symposium, and
it is "multi-disciplinary,” because it requires virtually all aspects of rotor analysis to be combined into
one accurate prediction procedure.

4.

0

CONCLUSIONS

The Symposium was very valuable. It summarized key developments in rotorcraft aerody-
namics and aeroacoustics technologies over the past decade.

Analytical tools are becoming more accurate, and more difficult to use. The experimental
programs are providing an ever greater insight into the rotor flow field and the detailed
aerodynamic behavior of rotor blades.

More information is becoming available on the interdependence of rotor aerodynamics,
dynamics and acoustics. Valuable aerodynamic modeling techniques are being pursued
in conjunction with windmill research.

The reduction of rotor noise does not rank as high as Safety, but it appears to be the sec-
ond highest priority problem. It ranks much higher than passenger confidence and other
qualifiers. Safety is related to vibration, but through other disciplines.

Computational Fluid Dynamics demonstrates great promise, but has been very difficult

to utilize in the support of rotor design. The unresolved issues that limit the application
of CFD in fix wing aircraft are even more of an obstacle in rotorcraft applications (grid
generation, turbulence modeling, lack of transition models, numerical dissipation of
vorticity, separated flow modeling, etc.). In the longer term rotor CFD will become more
usable, and will be fully coupled first with comprehensive rotor analysis codes and then
with blade Finite Element structural models. In the near term useful results will have to be
obtained from limited coupling.

A significant body of test data is now available to document rotor flow field and blade
aerodynamics. The data include blade dynamics, elastic effects, and acoustic measure-
ments. The investigation of higher harmonic control applications, and the measurement
of flow field velocities, blade pressures and rotor acoustics provide the basis for a better
understanding of the mechanism of noise generation and reduction. Reviewing and
documenting the data il likely to be a costly effort and will require an long term commit-
ment by the sponsoring organizations.
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S. RECOMMENDATIONS

o Place high priority on the prediction and reduction of rotor noise. This challenge includes
all analytical and experimental methods.

o Use the CFD and comprehensive codes to produce and document key trends.

o Pursue vortex particle methods in modeling rotor wakes for use in rotor analysis codes.

0 Pursue oscillating airfoil data at model rotor scale conditions.

o] Lift-curve slope problems with CFD code predictions must be resolved before rotor CFD

and comprehensive rotor analysis codes can be truly coupled, i.e., without "fudge
factors™ . Otherwise all aerodynamic effects, elastic blade deflections, induced power,
pressure gradients, etc., will continue to be quantitatively incorrect. Accurate pitching
moment and drag predictions by means of rotor CFD will also be, eventually, needed.

o We must try to obtain “interim" useful results from analysis. We cannot and should not
wait for all code features to be validated. Preliminary trends are often very valuable in

guiding design.

(o] Researchers involved in the development of advanced computation methods (CFD,
CAA, comprehensive codes, etc.) should keep in mind that while the eventual user of
their codes has to understand all the underlying physics, that user is not likely to tolerate
really unfriendly computer procedures or any significant lack of "robustness” in the
codes. Instances in which a complex and unreliable computer code must be used for
the sake of the competitive edge are_few and far between. When the advanced methods
of analysis fail to produce results, industry has to resort to simpler analysis, and testing.

o] Development costs, manufacturing costs, maintenance issues‘and regulations are
receiving greater and greater attention. Increasingly, traditional aeromechanics is justified
only as it can address product oriented issues.

6. AKNOWLEDGMENT

The reviewer gratefully acknowledges Dr. W. J. McCroskey's advice and assistance in the prepa-

ration of these notes.

7. PROGRAM COMMITTEE MEMBERS

Dr. Ing. H. Dr. K&mer (Co-Chairman), DLR, Braunschweig - Germany

Dr. W. J. McCroskey (Co-Chairman), US Army Aeroflightdynamics Directorate, Moffett Field,
California - U.S.A. '

Prof. R. Decuypere, Ecole Royale Militaire, Brussels - Belgium
Dr. L. Chan, NRC Canada, Ottawa, Ontario - Canada |

Ing. General B. Monnerie, ONERA, Chatillon Cedex - France
Prof. F. Sabetta, Universita di Roma "La Sapienza”, Roma - ltaly
Prof. Dr. Ir. J. A. Steketee, Delft - Netherlands

Dr. L. P. Ruiz Calavera, INTA, Madrid - Spain




T-17
Prof. Dr. C.Ciray, Middle East Technical University, Ankara - Turkey
Mr. C. D. S. Clarkson, British Aerospace Defence Ltd, North Humberside - U.K.
Prof. W. S. Saric, Arizona State University, Tempe, Arizona - U.S.A.
Mr. L. J. Williams, NASA Headquarters, Washington, D;C. -USA.

8. REFERENCES

(1) "Prediction of Aerodynamic Loads on Rotorcraft,” AGARD Conference Proceedings No. 334.
Fluid Dynamics Panel Specialists' Meeting held at Church House, London, United Kingdom, 17-
18 May, 1982.

References (2) through (35) list the Symposium papers in order of presentation.

2) Landgrebe, A. J., "New Directions in Rotorcraft Computational Aerodynamics Research in the
u.s.” ,

3) Ekaterinaris, J. A., Srinivasan, G.R., and McCroskey, W. J., "Present Capabilities of Predicting
Two-Dimensional Dynamic Stall"

4) Chandrasekhara, M. S., and Carr, L. W., "Compressibility Effects on Dynamic Stall of Oscillating
Airfoils”

5) Ivichin, V. A., "Investigation into Effect Produced by Blade Airfoil Unsteady Airflow on
Helicopter Main Rotor Power Required”

6) Geissler, W. and Sobieczky, H., "Dynamic Stall Control by Variable Airfoil Camber”

7) Snel, H. and van Holten, Th., "Review of Recent Aerodynamic Research on Wind Turbines
with Relevance to Rotorcraft”

8) Tchon, K.-F., Hallé, S. and Paraschivoiu, I., "Dynamic Stall Simulation Applied to Vertical-Axis
Wind Turbines”

9) Madsen, H. A. and Rasmussen, F., "Stall Hysteresis and 3D Effects on Stall Regulated Wind
Turbines: Experiment and Modelling”

10) Filippone, A. and Sgrensen, J. N., "A Viscous-Inviscid Interaction Model for Rotor
“Aerodynamics”

11) Voutsinas, S. G., Belessis, M. A. and Rados, K. G., "Investigation of the Yawed Operation of
Wind Turbines by Means of a Vortex Particle Method"

12) Costes, M., Beaumier, P., Gardarein, P. and Zibi, J., "Méthodes de Calcul Aérodynamique
Appliquées aux Rotors d'Hélicoptéres a 'ONERA"

13) Raddatz, J. and Pahlke, K., "3D Euler Calculations of Multibladed Rotors in Hover:
Investigation of the Wake Capturing Properties”

14) Berezin, C. and Sankar, L., "Forward Flight Rotor Airoads Predictions Using a Coupled
Navier-Stokes / Full-Potential Analysis”

15) Narramore, J. C., "Computational Fluid Dynamics Development and Validation at Bell
Helicopter”




T-18

16) Rétigermann, A. and Wagner, S., "Cost Efficient Calculatian of Compressible Potential Flow
around a Helicopter Rotor Including Free Vortex Sheet by a Figld Panel Method”

17) Bessone, J. and Petot, D., "Evaluation de Modéles Aérc:iynamiques et Dynamiques des
Rotors d'Hélicoptéres par Confrontation a | 'Expérience”

18) Hamel, P. G. and Kaletka, J., "Rotorcraft System Identifi ation - An Overview of AGARD FVP
Working Group 18"

19) Niesl, G., Swanson, S. M., Jacklin, S. A., Blaas, A. and Kube, R., "Effect of Individual Blade
Control on Noise Radiation”

20) Kataplioglu, C. and Caradonna, F. X., "A Study of Blacie-Vortex Interaction Aeroacoustics
Utilizing an Independently Generated Vortex",

21) Samokhin, V. F. and Rozhdestvensky, M. G., "Extemal Noise of Single Rotor Helicopters”

22) Tarttelin, P. C. and Martyn, A. W, "In Flight Researct: with Instrumented Main and Tail Rotor
Blades Using the DRA Bedford Aeromechanics Researc:i Lynx Helicopter”

23) Seelhorst, U., Beesten, B. M. J. and Butefisch, K. A, "Flow Field Investigation of a Rotating
Helicopter Rotor Blade by Three-Component Laser-Dor:pler-Velocimetry”

24) Berton, E., Favier, D., Maresca, C., Nsi Mba, M., "Catermination des Charges
Aérodynamiques du Rotor en Vol Stationnaire, a 'Aide d'une Technique de Vélocimétrie Laser”

25) Kube, R., Splettstoesser, W. R., Wagner, W., See-wst, U., Yu, Y. H., Boutier, A., Micheli, F.
and Mercker, M., "Initial Results from the Higher Harm sni-; Control Aeroacoustic Rotor Test
(HART) in the German-Dutch Wind Tunnel”

26) Beaumier, P., Prieur, J., Rahier, G., Spiegel, P., emargne, A., Tung, C., Galiman, J. M., Yu,
Y. H., Kube, R., Van der Wall, B. G., Schultz, K. J., Spletistoesser, W. R., Brooks, T. F., Burley, C.
L. and Boyd, D. D., Jr., "Effect of Higher Harmonic Control on Helicopter Rotor Blade-Vortex
Interaction Noise: Prediction and Initial Validation”

27) lanniello, S. and De Bernardis, E., "Calculation of High-Speed Noise from Helicopter Rotor
Using Different Descriptions of Quadrupole Source”

28) Gennaretti, M., lemma, U. and Morino, L., “A Boundary Integral Method for Unified Transonic
Aerodynamic and Aeroacoustic Analysis of Hovering Rotors"

29) Schultz, K. -J., Lohmann, D, Lieser, J. A. and Pzhlke, K. D., "Aeroacoustic Calculatlon of
Helicopter Rotors at DLR"

30) Toulmay, F., Falchero, D. and Arnaud, G., "Prévision du Bruit Externe des Hélicoptéres: Les
Méthodes Numériques Vues par un Industriel”

31) Syms, G. and Zan, S. J., "Analysis of Rotor Forzes in a Ship Airwake”,

32) Newman, S. J., "A Theoretical and Expenmemal Investigation into the Rotor Blade

33) Baeder, J. D., "The Role and Status of Eu:i2r Solvers in Impulsive Rotor Noise Computations”
34) Lyrintzis, A. S., "The Use of Kirchhoff's M.athod in Rotorcraft Aeracoustics”




T-19

35) Wells, V. L., Han, A.Y. and Crossley, W. A., "Acoustic Design of Rotor Blades Using a Genetic
Algorithm"”

(36) Hamel, P.G. (editor), "Rotorcraft System Identification.” AGARD AR-280, 1991
{37) Hamel, P.G. (editor), "Rotorcraft System Identification.” AGARD LS-178, 1991

(38) Rubbert, P.E., "CFD and the Changing Worid of Airplane Design.” AIAA Wright Brothers
" Lecture, Anaheim, California, September 18-23, 1994

(39) Dadone, L., Liu, J., Wilkerson, J. and Acree, C.W.: "Proprotor Design Issues for High Speed
Tiltrotors.” Presented at the 50th Annual Forum of the American Helicopter Society, Washington,
DC, May 1994.

(40) Liiva, J., Davenport, F.J., Gray, L. and Walton, 1.D.: "Two-Dimensional Tests of Airfoils
Oscillating near Stall,” U.S. Army AVLABS TR 68-13, 1968. :

(41) McCroskey, W.J., Carr, LW. and McAlister, K.W.: "Dynamic Stall Experiments on Oscillating
Airfoils,” AIAA paper 75 125, presented at the AlAA 13th Aerospace Sclences Meeting,
Pasadena, CA, January 20-22, 1975.

(42) McCroskey, W.J, Baeder, J.D. and Bridgeman, J.O., "Calculation of Helicopter Airfoil
Characteristics for High Tip-Speed Applications,” Journal of the American Helicopter Society,
Volume 31, Number 2, April 1986, pp. 3-.

(43) Kufeld, R., Balough, D. L., Cross, J. L., Studebaker, K. F., Jennison, C. D. and Bousman, W.
G., "Flight Testing of the UH-60A Airloads Aircraft." Presented at the 50th Annual Forum of the
American Helicopter Society, Washington, D.C., May 11-13, 1994

(43) Proceedings of the Fist Forum of the Russian Helicopter Society, Volumes 1 and 2, Moscow,
September 20-21, 1994

(45) Alexander, H.R., Biggers, J., Forman, E. and Schleicher, D., "Prioritization of Civil Tiltrotor
Technologies Using the Analytic Hierarchy Process.” Presented at the Third international

Symposium on the Analytic Hierarchy Process, George Washington Umversuty, Washington, D.C.,
July 11-13, 1994




NEW DIRECTIONS IN ROTORCRAFT COMPUTATIONAL AERODYNAMICS RESEARCH IN THE U.S.

Anton J. Landgrebe
Division Program Leader, Sikorsky Program
United Technologies Research Center
United Technologies Corporation
411 Silver Lane
East Hartford, Connecticut, USA 06108

SUMMARY

Recent research activities in the United States are present-
ed that are representative of the directions of research for
computational aerodynamics for rotorcraft. Emphasis is
given to Navier-Stokes methodology for airflow and air-
load prediction, and specifically the fundamental technical
challenges associated with grid systems and achieving
wake generation without numerical diffusion.

Although the current rotorcraft CFD methods have not yet
generally demonstrated sufficient accuracy for the helicop-
ter industry, the recent rate of progress is encouraging.

1. INTRODUCTION

As stated in the theme for this 75th AGARD Fluid
Dynamics Panel Symposium, the importance of under-
standing and accurately predicting the aerodynamic char-
acteristics of rotorcraft is recognized, as well as the need
for improved phenomenological insight, better math mod-

els, adequate test equipment, and more precise and

efficient numerical methods. This requires improvements
in Computational Fluid Dynamics (CFD) and computers.

The accurate prediction of helicopter airloads and airflow
remains an elusive challenge. Despite the recent advances
in rotorcraft acrodynamic methodology through improved
technology and high speed computers, limitations in pay-
load, range, forward speed, flight dynamics, aeroelastic
stability, and structural loads, along with excessive noise
and vibration, still exist because of the inability to perform
aerodynamic associated design with sufficient accuracy.
This is due to the complex interactive flow field of the heli-
copter which encompasses all of the aerodynamic chal-
lenges shown in the frequently used Figure 1.

The ultimate computational aerodynamics goal is to repre-
sent the entire rotorcraft (rotors, fuselage, etc.) and its flow
field, by the Navier-Stokes equations with a sufficiently
detailed grid, time interval, and turbulence model to obtain
accurate solutions. However, this is awaiting the super-
computer of the future with vastly greater memory and
speed capacity. In the interim, aerodynamicists have relied
on innovative assumptions to simplify the problem to the
extent required by the computer power available. The
selections of assumptions for a particular method or com-
puter code have been tailored to the immediate objective,
recognizing the limitations and constraints of the method-
ology.

Limited computer power has led to many different types of
acrodynamic methods with features determined by levels
of complexity. The primary types of methods are listed
below:

Simple Momentum

Blade-Element Momentum

Potential -Lifting Line, Vortex Lattice, Lifting Surface
Full Potential

Euler

Navier-Stokes .

Some features characterizing the levels of increasing com-
plexity or operating regime are:

Hover/Steady Forward Flight/Maneuvers
Airfoil/Blade/Rotor/Fuselage/Complete Rotorcraft
Two Dimensional/Three Dimensional
Incompressible/Compressible

Inviscid/Viscous

2. BACKGROUND

Accurate representation of the rotor wake and inflow is
necessary to improve blade airload prediction. Much prog-
ress has been made since the author of this paper presented
the need for rotor wake research at the AGARD Fluid
Dynamics Panel Meeting in 1972 [1] and an “Overview of
Helicopter Wake and Airloads Technology” [2] at the
European Rotorcraft Forum in 1986 and the International
Conference on Basic Research in 1988. Modeling of the
wake by hundreds and then thousands of vortex elements
was made possible by the rapid progress of large main-
frame computers. Classical undistorted wake models were
supplemented with more rigorous prescribed wake and free
wake methods. Induced velocities at the blades and in the
wake were calculated using the Biot-Savart law in a
coupled iterative manner with the blade airload solution
based on potential theory. Examples of forward flight wake
geometry predictions by Egolf of UTRC are shown in
Figure 2.

In the 1980’s, the use of modern computational fiuid
dynamics (CFD) techniques to predict airloads over the
blade surface was initiated. The wake methods initially
useq a lifting line representation for each blade. To predict
the blade chordwise as well as spanwise airloading, higher
level methods (vortex lattice, full potential, Euler, Navier
Stokes) are required. To directly predict the wake, Navier—
Stokes methodology is required. The complex airloads

Paper presented at the AGARD FDP Symposium on “Aerodynamics and Aeroacoustics of Rotorcraft”
held in Berlin, Germany from 10-13 October 1994 and published in CP-552.




1-2

predicted at UTRC (B. E. Wake) with a Navier-Stokes
analysis, for a low speed forward flight condition, are
shown in Figure 3. Like other methods, the general agree-
ment with experimental data is not at the level of accuracy
required by the helicopter industry.

Considerable progress has recently been made in develop-
ing CFD methodology for rotorcraft. To name all of the
numerous contributors is beyond the scope allotted bere,
and thus only representative names will be cited. By orga-
nization, key contributions in the U.S. have been made at
each of the major helicopter manufacturers, the NASA
Ames and Langley Research Centers (Ames is the
designated lead Center for rotorcraft CFD) and universities
(e.g., Ga. Tech,, U. of Md., RP], Iowa St., etc.), and
corporate and independent research organizations (e.g.
UTRC, AMLI, CDI).

Rotorcraft CFD methodology development has continued
to proceed at a complexity level consistent with the rapid
progress of computers. With the advent of supercomputers,
methods for computer codes have advanced to full poten-
tial and more recently Euler and Navier-Stokes research
codes. In simplified terms, these three methods can be
distinguished as follows. The Navier—Stokes method is the
ultimate method consisting of equations containing fluid
viscosity, momentum, and energy considerations. The
inclusion of viscosity is needed to rigorously compute
boundary layer influence on skin~ friction drag, tip vortex
formation, and stail (b.l. separation). The Euler and full
potential equations do not include viscosity, and thus Euler
and full potential codes either ignore or approximate it. In
the full potential equations, fluid entropy is assumed
constant and vorticity is not convected. It is thus necessary
1o couple a wake model. Although this is not ultimately
necessary for Navier—Stokes methodology, current numer-
ical diffusion due to insufficient grid density and turbu-
lence models prevent accurate computation of the rotor
wake and its influence on airflow and airloads.

Advanced rotorcraft CFD methods are currently being
assessed and used where feasible and sufficiently accurate.
The following is a list of some of the applications of current
interest that are being explored:

Hover and cruise performance Tip design

Interactional aerodynamics  Airfoil design
Aeroacoustics Flaps, slats

Blade vortex interaction Higher barmonic control
Tip vortex formation Individual blade control
Fuselage drag (separation) Tilt rotor

Dynamic stall Aeroelastic coupling

Navier-Stokes analyses (e.g., TURNS) and Strawn’s adap-
tive Euler solver have been developed which attempt to
capture the wake and predict hover performance. A major
technical hurdle for hover performance prediction is to
adequately resolve the tip vortex to at least the first blade

passage. The TURNS analysis has also been applied to
rotors for acoustic predictions.

Navier-Stokes methods are beginning to be used for fuse-
lage configurations. Narramore has applied ENS3D to Bell
Helicopter fuselages using a single-block grid. Berry has
demonstrated CFL3D, INS3D, and OVERFLOW for a
basic fuselage configuration. Detailed calculations of the
Comanche fuselage airloads were made by Duque and
Dimanlig using OVERFLOW. OVERFLOW has been
applied to the tilt-rotor and a tilt-rotor with wing and body.
The rotor/body results will not be useful until the wake is
adequately captured.

Concurrently with aerodynamic code development, com-
prehensive  multi—disciplinary codes (CAMRAD,
2GCHAS, RDYNE, COPTER, B-60 Series, etc.) have
been developed. The integration and expansion of these
codes to incorporate the wake, airflow, and/or airload
predictions from the CFD codes is a major future activity.

Another forthcoming challenge is the development of a
first generation Numerical Rotor Test Facility,. A CFD
code will harness parallel computing technology for the
numerical simulation of the interactional aerodynamics of
rotorcraft.

The challenge for the future in aerodynamics is to achieve
advanced rotorcraft designs that take into account the accu-
rate prediction of airloads and the many aerodynamic inter-
action effects that may influence the performance and
dynamic loading of the total vehicle. Aerodynamic interac-
tions among the rotors, airframe, fixed control surfaces in
the rotor wake, auxiliary propulsion systems operating in
and out of the rotor wake in proximity to the ground, and

-variations in these interactions with forward speed have

been difficult to model during the design process. With the
enormous capacity of modern computers, however, these
aerodynamic interactions are being addressed with
increasing success. In the future, theoretical approaches
to rotorcraft design will benefit tremendously from the
rapid growth in the capabilities of Computational Fluid
Dynamics (CFD). The supercomputers envisioned for the
twenty-first century will bave the capacity and speed to
deal adequately with the complex aerodynamic flow of an
entire vehicle. :

In this paper, recent advances and new directions in rotor-
craft CFD are presented. Emphasis is on CFD where the
current fundamental challenges are grid methodology,
wake generation without numerical diffusion, turbulence
modelling and aeroelastic and aeroacoustic coupling.

Considering the numerous research programs that have
been conducted on the subject, only representative activi-
ties in the United States have been selected for inclusion in
this paper. Considering the extensive research activities by
NASA and the Army at the Ames Research Center, under
the leadership of W. L. McCroskey and Y. Yu (with R.
Strawn, E. Duque, E Caradonna et al.), and the author’s




direct knowledge of the UTRC/Sikorsky activities (T. A.
Egolf, B. E. Wake, C. Berezin, et al.), most of the represen-
tative activities are from these sources.

The intent of this paper is to show that the new directions
for rotorcraft CFD (coupled with the anticipated advances
in computers) have positioned rotorcraft aerodynamic
technology at the forefront of major advances in the deter-
mination of rotorcraft airloads and airflow in the next
decade.

3. COMPUTATIONAL FLUID DYNAMICS

In order to accurately predict the complex flows associated
with the rotor wake, shocks, and blade and body-vortex
interaction, and separated flow, Navier-Stokes methodolo-
gy must be applied. The Euler form of the Navier-Stokes
equations can be used for relatively inviscid regions. With
advanced computers and computer networks, the current
direction for rotorcraft Computational Fluid Dynamics
(CFD) is the solution of the Navier-Stokes equations in
complete or Euler form, depending on the operating condi-
tion and region of interest. However, major technical
challenges persist such as achieving proper grid modeling
for the different complex flow regions and alleviation of
the numerical diffusion of vorticity.

3.1 Grid Systems

Grid methodology development has taken two paths based
on structured and unstructured grids. Structured grid meth-
ods work well for flow regions near bodies. They use
implicit solution methods that allow for larger time steps.
The grid can cluster near surface boundaries without severe
time step limits. However, current structural grid methods
are not well suited for three dimensional grid adaption to
capture a vortex wake. Unstructured grids are adaptive and
can refine around flow features more readily than struc-
tured grids. As stated by Duque [3], three-dimensional
dynamically adaptive structured grids have not yet shown
an ability to adequately capture flow features in a true
unsteady manner. In contrast, dynamic unsteady remesh-
ing and grid adaptation on unstructured grids, with the abil-
ity to freely remove and add points within regions of inter-
est, is a major advantage of unstructured grids, although
they have higher computer requirements. Unstructured
grid methods are particularly applicable for the wake of the
helicopter blade where the solution methodology needs
to resolve the connecting tip vortex and the vortex sheet.

3.1.1 Structured Grids

Significant progress has been made in the development of
structured grid systems for rotorcraft since the first rotor
Navier-Stokes code (NSR3D) was developed by Wake and
Sankar {4] in the late 1980’s. An early Navier-Stokes code
for the hovering rotor is TURNS by Srinivasan et al. [5-7].
These codes use single-block grids with clustering near the
blade. Duque and Srinivasan [8] modified TURNS to use

1-3

a multi-block method based on a system of embedded
structured grids. This Chimera grid approach uses inter-
connected sub-domains with grids that are selected for the
rotor blade (1 grid) and the wake (2 grids). The blade grid
shown in Figure 4 clusters points toward the airfoil surface
to capture the boundary layer flows, while the wake grid
places additional points in the wake’s vicinity. This
approach was recently extended by Ahmad and Duque to
the forward flight regime for which the dynamic motion of
the helicopter rotor blades was included through relative
grid motion [9]. * The Chimera embedded grid scheme
greatly simplifies the representation for arbitrary blade
motions which is important in achieving trimmed flight
conditions. The unsteady forward flight airloads and flow
field of the AH-IG helicopter were computed using this
thin-layer Navier-Stokes code with moving embedded
grids. The computed flow visualization using unsteady
streakline particles emitted from the inboard and outboard
blade tips is shown in Figure 5. The time history of tip air-
loading is shown in Figure 6. Differences in airloads at the
tip and inboard on the blade, as well as a significant over
prediction of power required, is attributed mainly to the
need to improve the trim solution through a tighter airload/
aeroelastic blade dynamics coupling and the need to reduce
numerical diffusion in the wake.

Simulation of the flow about the V-22 tilt rotor aircraft has
been conducted by Meakin {10] using a 3-D unsteady mul-
tizone implicit Navier-Stokes code. Dynamic “Chimera”
overset grids were used to simulate the unsteady viscous
airflow. A connectivity algorithm was included to dynami-
cally establish domain connectivity among the system of
fixed and overset rotating grids. The V-22 geometry was
decomposed into a system of overset grids, using novel
body-fitted grid topologies for the nose, wing/fuselage
intersections, wing tip and rotor tips. In all, 25 component
grids were used, totalling more than 1.3 million grid points.
Particle trace simulation of the rotor wake structure is .
shown in Figure 7 for a 75 kt condition. The instantaneous
surface pressure on the fuselage and wing at one time step
is shown in Figure 8. The pressure waves on the fuselage
and wing due the blade and wake passages were simulated.
Validation of this code with experimental data remains to
be conducted. Improved resolution of the vortical wakes
and associated body interactions will be pursued with solu-
tion adaptive overset grids for which the sofiware is being
developed.

Duque and Dimanlig [11] have used the Navier-Stokes
code OVERFLOW to compute the airloads on the AH-66
Comanche fuselage as shown in Figure 9. Actuator disks
were used to model the influence of the main rotor and fan-
tail on the fuselage. Berry etal. [12] compared four Navier-
Stokes methods (CFL3D, INS3D, OVERFLOW, and
VSAERQ) for the prediction of the isolated fuselage
airloads.
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3.1.2 Unstructured Grids

The unstructured grid solver permits adaptive grid refine-
ment in order to improve the resolution of flow features
such as shocks, rotor wakes, and acoustic waves. The
unstructured mesh generally allows for faster and efficient
grid generation around highly complex geometries.
Appropriate unstructured grid data structures facilitate the
insertion and deletion of points and enable the computa-
tional mesh to locally adapt to the flow field solution. In
the wake of a helicopter blade, unstructured grid methods
permit the addition and deletion of points to resolve the
convecting tip vortex and vortex sheet.

Strawn and Barth [13] developed the first unstructured grid
solver for predicting the aerodynamics of rotor blades.
This unsteady Euler flow solver is a finite volume scheme
that computes flow quantities at the vertices of the mesh.
The code was applied to a hovering model rotor for which
surface pressure data was available. The grid was adapted
from 63,000 nodes to 260,000 nodes with 1.4 million tetra-
hedral elements. Approximately 10 hours of CPU time and
32 MW of memory were required on the NAS CRAY YMP
computer at the NASA Ames Research Center. A cross
section of the subdivided grid is shown in Figure 10. The
resulting contours of vertical flow velocity are shown in
Figure 11. The tip vortex was found to diffuse rapidly after
270 degrees of vortex age where a change in the level of
grid subdivision was located. Discrepancies in the pre-
dicted blade airloading were attributed mainly to inade-
quate grid resolution of the rotor wake system.

In order to reduce the numerical dissipation that artificially
diffuses rotor wakes and acoustic signals, Biswas and
Strawn recently developed a new procedure for the simul-
taneous -coarsening and refinement of the unstructured
tetrahedral meshes [14]. An innovative data structure
allows the mesh connectivity to be rapidly reconstructed
after mesh points are added and/or deleted. These local
grid modifications enhance the resolution of rotor wakes

~and acoustic signals and reduce numerical dissipation in
the solutions. The method has been applied to the high-
speed impulsive rotor noise problem [15]. The final mesh
and computed pressure contours are shown in Figure 12.
Grid refinement is shown at the shock, near the blade tip,
and along the acoustic wave that propagates into the
farfield. The corresponding pressure contours show large
gradients in these regions. Using a Kirchoff formulation to
propagate the acoustic pressures to the farfield, this dynam-
ic adaptive unstructured grid method achieved generally
good agreement with the experimental acoustic pressures
of a hovering model rotor with tip Mach numbers as high
as 0.95. For this hover application, excellent agreement
was shown with the structured grid Euler TURNS code
calculations of Baeder et al. [16], and thus the demonstra-
tion of the advantages of the unstructured grid approach
awaits a forward flight application.

3.1.3 Structured/Unstructured Grids

In order to utilize the advantages of both structured and
unstructured grid methods, they have recently been com-
bined by Duque [3] in a structured/unstructured grid solver
for helicopter rotor flows. A schematic of a 2-D structured/
unstructured grid system with an unstructured background
grid and a structured airfoil grid is shown in Figure 13.
Embedded structured grids are used with an implicit finite-
difference Navier-Stokes solver for regions close to the
rotor blade to capture the boundary layer flow field and
vortex formation. The structured grids lie within an
unstructured grid that uses an explicit finite-volume Euler
solver 1o convect the wake of a hovering rotor. In this
hybrid code, the two grid systems overlap and interpolate
flow quantities at their boundaries (Fig. 13). Since the
unstructured grid does not have to resolve the boundary
layer, its inherent explicit flow solver does not inhibit
convergence. Although this first application demonstrated
the general feasibility of the method, the predicted blade
pressures and resulting airloads exhibited some discrepan-
cies that were attributed to the coarse wake grid used and
the resulting poorly resolved tip vortex. For future inves-
tigation, improved grid resolution at tip vortex locations
and grid interface boundaries is recommended along with
dynamic grid adaption of the unstructured mesh and
application to forward flight.

3.2 Wake Prediction and Numerical Diffusion

Accurate wake prediction using a Navier-Stokes method is
currently inaccurate due to numerical diffusion and associ-
ated dissipation (hereafter referred to as numerical diffu-
sion). It has been observed that the calculated tip vortex
excessively expands and loses vorticity with increasing
distance from wing and blade tips. This is generally attrib-
uted to insufficiencies in the grid resolution, order of
accuracy of the Navier-Stokes solver, and turbulence
model.

Srinivasan et al. [5] noted in their application of TURNS
to hovering UH-60 and BERP rotors that “the structure of
the captured tip vortex is diffused by numerical viscosity.”
Wake and Baeder [17], in their application of TURNS to
UH-60 and 3:1 tapered tip model rotors in hover, found that
numerical diffusion produced significant discrepancies in
tip vortex location and structure near the following blade,
even with 950,000 grid points. Duque [3], with his struc-
tured/unstructured grid solver found that the grid system
“does not adequately resolve the tip vortex core.” He cited
maintaining grid resolution at the grid interface bound-
aries, and the need for unstructured grid adaption to
convect the wake, as areas for future attention.

The numerical diffusion problem has been addressed for
the less complex tip vortex of the fixed wing. Strawn [18]
developed an Euler adaptive grid method for computing tip
vortex flow fields of rectangular wings. He concluded that
an Euler solver is insufficient to predict the structure of the




tip vortex close to the wing and that viscous effects play an
important role in the vortex roll-up process. An inviscid
model should be able to convect the vortex once it has
formed, but it is very difficult to obtain a grid independent
simulation of vortex formation with an Euler solver. The
Euler model predicted too large a rotational core. An accu-
rate viscous-flow solution is required to resolve the tip vor-
tex. Mariani, Zilliac et ai. [19] applied a Navier-Stokes
code to a rectangular wing. They found that a higher order
accurate differencing scheme is needed for the connective
terms. For their selected grid with at least 230,000 grid
points, fifth order accurate differencing for the convective
terms was shown to be essential in reducing numerical dif-
fusion and achieving reasonable agreement with measured
vortex flow velocities.

B. Wake and D. Choi have recently confirmed at UTRC the
need for combining higher order accuracy with an
appropriate grid and number of grid points to reduce vortex
numerical diffusion. The NASA CFL3D Navier-Stokes
code was applied to a rectangular wing, and the resulting
tip vortex prediction is shown in Figures 14 and 15. Con-
tours of flow velocity in Figure 15 show the excessive vor-
tex diffusion which increases from the trailing edge (x = 1)
to 0.8 of a chord length (x = 1.8) behind the trailing edge
for a third order solution. The benefit of using a higher
order differencing solution for the convective terms was
studied by using a model problem. In Figure 16 cross flow
contours are shown. The tip vortex diffusion has been
reduced significantly by using 5th order accuracy.

Hariharan and Sankar [20] recently extended a Navier-
Stokes solver from third to fifth order spatial accuracy and
applied it to a hovering rotor. They concluded that “the
higher order schemes can capture complex flow fields
better.” However, it remains to use the higher order
scheme, in combination with a finer grid than the 60,000
grid points used, to accurately convect the vorticity.

Turbulence modeling is recognized as another major
challenge for accurate wake prediction. At this time, none
of the turbulence models are considered sufficient for tip
vortex prediction. The models are currently believed to be
overly dissipative.

While the grid, numerical diffusion and turbulence prob-
lems with Navier-Stokes codes await solution, rotor wake
methods with vortex modeling are continuing to be devel-
oped. Free wake methods, such as those of Egolf [21],
Ramanchandran [22], and Quackenbush [23] are being
refined and applied to cument rotors. The Navier-Stokes
NSR3D code of B. E. Wake [4] was combined with the
FREEWAKE code of T. A. Egolf [24]. Steinhoff’s “vortex
confinement” method has been applied with the TURNS
code by Wang et al. {25] to rotor blades and simple body
airflow. Berezin {26] has developed a hybrid Navier-
Stokes/full potential code NSFPE, and applied it to a
UH-60 A rotor in forward flight. The insertion of the
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blade’s Navier-Stokes domain within a full-potential
domain allows use of a potential wake model for the far-
field, and results in a 50 percent reduction in computer time
requirement relative to a complete Navier-Stokes code.

3.3 Parallel Processing

To provide the computational power needed to routinely
apply these advanced CFD codes to rotorcraft problems,
the use of parallel processing will become more prevalent.
Most of the advanced CFD work with parallel processing
has been performed by Government Labs and Universities
for non-rotorcraft problems. UTRC has been a pioneering
corporate entity for rotorcraft problems, demonstrating the
use of massively parallel processing for a wide variety of
disciplines, including the development of two massively
parallel rotorcraft CFD codes [27, 28]. Due to the current
economic environment and the difficulties, real or per-
ceived, of using paralle] computers, the near term future of
parallel processing has changed direction. For many cor-
porations, the purchase and use of dedicated massively
parallel large-scale systems is being replaced by the use of
small coarse-grained systems based on networks of exist-
ing workstations, allowing industry to capitalize on unused
compute cycles.

4. CONCLUDING REMARKS

Recent research activities in the U.S. have been presented
that are representative of the directions of research for
rotorcraft CFD, with emphasis on Navier-Stokes method-
ology. Various types of grid systems are being evaluated
including a new hybrid structured/unstructured grid solver
for helicopter rotor flows. The latter combines the advan-
tages of a structured grid for the boundary layers of blade
and body surfaces and an unstructured grid for complex
flow regions. However, like all methods, it suffers from
numerical diffusion for vortex convection. The numerical
diffusion problem is being addressed by grid resolution and
higher order solutions.

Although the current rotorcraft CFD methods have not yet
generally demonstrated sufficient accuracy for the helicop-
ter industry, the rate of progress is encouraging. With this
rate of progress and forthcoming computers, rotorcraft
CFD technology appears to be on the forefront of the
capability for inclusion in the helicopter design process.
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Abstract

The current status of computational methods in
predicting dynamic stall is summarized. Computed
results for unsteady, attached and separated, tur-
bulent flows over airfoils undergoing oscillatory mo-
tion are presented. The compressible foom of the
Reynolds—averaged Navier—Stokes equations is used.
Numerical integration of the governing equations is
performed with an approximately factorized algo-
rithm. The inviscid fluxes are evaluated using both
central differences and an upwind-biased method.
The ability of several turbulence models, widely used
for the prediction of steady flows, is tested for the
unsteady flows. Solutions computed with algebraic,
one—equation, and two-equation turbulence models
are compared with experimental data. For the fully
turbulent flows with tripped boundary layer most tur-
bulence models predict lift hysteresis reasonably well.
Some turbulence models give good qualitative agree-
ment with the measured drag and pitching moment
hysteresis loops. The computed results for untripped
_ flows, where a small transitional region at the leading
edge exist, show that the key to the accurate predic-
tion of the unsteady loads at stall conditions is the
modeling of this transition region at the leading edge.
A simplified criterion for the transition onset is used,
and the transitional flow region is computed with a
modified form of the turbulence model. The com-
puted solutions, where the transitional flow region
1s included, show that the small laminar/transitional
separation bubble formed during the pitch-up motion
has a decisive effect on the near wall flow and the
development of the unsteady loads. Finally, the nu-
merical solutions show some sensitivity to the kind of
numerical algorithm used despite the reasonably fine
grids used.

Introduction

The term “dynamic stall” usually refers to the
unsteady separation and stall phenomena of aerody-
namic bodies or lifting surfaces that are forced to ex-
ecute time-dependent (unsteady) ramp or oscillatory
motion. It is a complex fluid dynamic phenomenon of
practical importance and occurs on retreating blades
of helicopter rotors, maneuvering aircraft wings; wind
turbine blades, and compressor cascades. As summa-
rized in extensive reviews by McCroskey (Refs. 1-2)
and Carr (Ref. 3), the majority of the work on this
fundamental fluid dynamic problem is devoted to the
case of airfoils oscillating with moderate amplitude
in a uniform freestream. Quantitative information
for dynamic stall of airfoils and wings in the form of
unsteady surface pressure coefficients and integrated
loads exists in the experimental investigations of Refs.
4-11. The experiments of Ref. 4 are for a wide va-
riety of two—dimensional oscillating airfoils spanning
the wind tunnel walls, at a low Mach number com-
pressible flow regime 0.1 < M, < 0.3, and various
reduced frequencies. These measurements have been
used by many investigators as a test case to vali-
date numerical results. In Ref. 5 two— and three-
dimensional dynamic stall measurements over a wing
with NACA 0015 cross sections have been obtained
for M, = 0.3. In Ref. 6 measurements on a pitch-
ing and oscillating NACA 0012 have been reported
for a wide range of free stream speeds. In Ref. 7 un-
steady measurements for an oscillating and pitching
Sikorsky SC-1095 airfoil have been reported. Three~
dimensional dynamic stall measurements for swept
and upswept wings have been reported in Refs. 8 and
9. Measurements for pitching airfoils and wings have
been also reported in Refs. 10 and 11, respectively.

Paper presenied at the AGARD FDP Symposium on “Aerodynamics and Aeroacoustics of Rotorcraft”
held in Berlin, Germany from 10-13 October 1994 and published in CP-552.
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The physics of dynamic stall has also been investi-
gated by flow visualization studies. Freymuth'? per-
formed smoke visualization studies for pitching air-
foils in low speed incompressible flow. Recent exper-
imental investigations!®4 for 0.2 < My < 0.4 pro-
vide unsteady schlieren and Particle Diffraction In-
terferometry (PDI) flowfield visualization, as well as
unsteady field pressures and Laser Doppler Velocime-
try (LDV) measurements.

The distinctive feature of dynamic stall is that
when the airfoil reaches fairly high angles of attack
during a ramp motion or an oscillatory cycle, past the
static stall angle limit, the generated unsteady flow-
field is characterized by massive unsteady separation
and formation of large-scale vortical structures. One
important difference between this flowfield structure
and that generated by the static stall is the large hys-
teresis in the unsteady separation and reattachment.
As a result, the maximum values of lift, drag, and
pitching-moment coefficients can greatly exceed their
static counterparts, and not even the qualitative be-
havior of these can be reproduced by neglecting the
unsteady motion of the body surface (airfoil or wing).
Usually, dynamic stall is manifest by a steep decrease
of the pitching moment and increase of the drag co-
efficients. This feature of dynamic stall often leads
to the initiation of stall flutter. Stall flutter of heli-
copter blades, propellers and turbomachinery blades
is an important problem in the design and develop-
ment of modern helicopter and propulsion systems.
Carta and Lorber!® performed an experimental study
of the aerodynamics of incipient tortional stall flutter
of propeller blades and found that small amplitude
oscillations near stall may be extremely unstable.

Two different physical mechanisms that may ini-
tiate dynamic stall are leading edge separation and
trailing edge separation. In both cases the occurrence
and progression of dynamic stall depends on a large
number of parameters. The important ones are re-
duced frequency or pitch rate, the airfoil shape, the
Mach number, amplitude of oscillations, type of tmo-
tion (ramp or oscillatory), Reynolds number, three-
dimensional effects, and wind tunnel effects. To date
most of the research in this area has been performed
for the simpler model problems of two-dimensional
oscillating airfoils. As a result most of what is under-
stood about the characteristics and various regimes of
dynamic stall has essentially come from experimen-
tal observations, which are mostly two-dimensional.
Attempts to calculate the quantitative effects of dy-
namic stall abound in the literature (Refs. 16-28).
The purely laminar case seems to have been solved
(Refs. 16-18), although recent studies (Ref. 18) show
small-scale details of possible importance. However,
the laminar calculations have not been validated with
experiments, because purely laminar data are unavail-
able. The flows with turbulent boundary layers have
not yet been successfully predicted.

In this paper turbulent and transitional flows over
oscillating airfoils are computed. Numerical solutions

are obtained with both a central difference mesthod
with added artificial dissipation and an upwind-Hiased
numerical method based on Osher (Ref. 2%) up-
wind scheme. Time integration is performed with a
factored iterative algorithm. The weak link in the
computational methods for an accurate simulation of
these unsteady flowfields is the turbulence modeling.
Of course, the transitional nature of the boundary
layer has always been neglected; instead the flow is
approximated to be either completely laminar or com-
pletely turbulent on the airfoil surface. It was found
in Ref. 40 that such an approximation is not correct if
the flowfield is dominated by leading-edge separation.
In any case, a reasonably good turbulence model must
be used to accurately calculate the nonequilibrium
nature of the separated turbulent boundary layer and
the associated unsteady time-lag features. Simple al-
gebraic eddy viscosity models, such as the Cebeci-
Smith model® or the Baldwin-Lomax model ®! have
been found to be inadequate. The objective here is to
identify a reasonably accurate and robust turbulence
model. Several turbulence models that are in use in
most Computational Fluid Dynamics (CFD) codes
are considered for evaluation. It should b« noted that
other studies?2~27 have also considered & si:nilar ex-
ercise.

The following turbulence models are considered
in the present study. The Baldwin-Lomax (B-L) al-
gebraic model,3! the Renormalization Group (RNG)
based algebraic model,?? the half-equatior: Johnson-
King (J-K) model,3%3* which has been very suc-
cessful in computing steady separated flows, the re-
cently developed one-equation Baldwin-Barth (B-B)
model,3® and the one-equation Spalari-Allmaras (S-
A) model .38 In addition the two—equatior: k — €37 and
k — w3 models, with the modification proposed by
Menter®® in order to overcome free stream depen-
dency inherent in the original ¥ — w model, are also
tested. The performance of all these mcdels is evalu-
ated for accuracy and robustness by usin: them to cal-
culate the unsteady, two-dimension:l, viscous, flow-
fields of an oscillating NACA 0015 wing. The accu-
racy of the calculated results is dei~rmined by com-
parison with the oscillating-wing experimental data
(Ref. 5) measured at the U. S. Army Aeroflightdy-
namics Directorate at NASA Ames Research Center.
The eventual objective is to use th+ turbulence model
that calculates the unsteady boun-iary layer and flow
physics accurately to simulate th- tliree-dimensional
dynamic stall of oscillating wing and the retreating
blade stall of a helicopter rotor biade.

Recent experimental (Ref. 14) and numerical
studies (Ref. 40) of airfoil flows, for a range of
Reynolds number from 0.5 x 16" to 1.0 x 10°, have
shown that the effect of the lead:ng edge transitional
flow region is of primary importance to the overall
development of the suction side viscous flow region.
Laminar/transitional separatic:. bubbles form near
the airfoil leading edge for angj=s of incidence as low
as six degrees and alter significantly the suction side




pressure distribution and the boundary layer forma-
tion. These observations of the low Reynolds number
flow behavior stimulated our interest to investigate
the effect of transitional flow on dynamic stall at a
higher Reynolds number of Re. = 4.0 x 10°,

Initially, the flow over an oscillating NACA 0012
airfoil of Ref. 4 was computed with the upwind-biased
scheme as fully turbulent. The solution showed poor
agreement with the measured loads, especially for
the downstroke where not even qualitative agreement
with the pitching moment and drag coefficients was
obtained. Similar observations were made in Refs. 25
and 26 where only algebraic and half-equation models
have been used. In these references the computations
were performed at a slightly larger amplitude of os-
cillation than the experiment. In these investigations
the larger oscillation amplitude was employed in or-
der to force the flow to separate enough and to obtain
a hysteresis loop. Numerical experiments (Ref. 28)
have also demonstrated that certain turbulence mod-
els may reproduce the lift and pitching moment hys-
teresis loops quite closely when the amplitude of the
oscillation is increased. However, the predicted drag
hysteresis does not agree with the experiment and the
surface pressure history during the downstroke has
large deviations from the experimental values.

In this paper it is demonstrated that it is impor-
tant to take into account the leading edge transitional
flow not only for the lower Reynolds number regime
but also for the high Reynolds number. Solutions are
computed where the leading edge transitional region
is modeled. For the high Reynolds number regime,
transition is expected to occur very close to the lead-
ing edge immediately after the adverse pressure gradi-
ent region is encountered. The extent of the transition
region and the separation bubble is also expected to
be very small. For the low Reynolds number regime
Re = 0.1x10° to 1.0x 108 experimental investigations
(Ref. 41) have shown that transition occurs down-
stream of the leading edge suction peak, sometimes
in the vicinity of the midchord or close to the trailing
edge depending on the airfoil shape and the Reynolds
number. Reliable prediction of the location of transi-
tion onset for these cases requires more sophisticated
analysis which is still in the development stage, even
for steady flows. Modeling of the transitional region
for these cases presents a difficult problem because
the extent of the transitional region is large. On the
other hand, predictions of the transitional region for
complex geometries with Navier-Stokes methods re-
quires enormous computational effort. Application
of the recently developed Rarabolized Stability Equa-
tion (PSE) method (Refs. 42-43) is more promising
for these cases. Therefore, the high Reynolds number
case was chosen in the present study to demonstrate
the effect of transition on the prediction of dynamic
stall.

A simplified criterion for the onset of transitional
region is used. Furthermore, an effective eddy viscos-
ity for the transitional flow region is obtained from the
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same turbulence model which is used for the compu-
tation of the turbulent fiow. The computed results for
an oscillating airfoil show that modeling of the tran-
sitional flow near the leading edge decisively changes
the character of the pitching moment hysteresis loop.
The results show that the initial part of the down-
stroke of the oscillatory cycle is in close agreement
with the experiment for the lift, pitching moment,
and drag hysteresis loops. However, the prediction
of the development of the flow during the remainder
of the downstroke still shows substantial deviations
from the experiments.

GOVERNING EQUATIONS

The governing equations are the Reynolds-
averaged, two-dimensional, Navier-Stokes equations
considered in strong conservation-law form. These
can be written in a generalized body-conforming
curvilinear coordinate system (¢,7, ) as follows:

-~ -~ -~ 1 ~
Wheref=€(Z,y,t)a77=77(33,yat)y@ = Q/Jvansz

(o, pu, pv,€)7 is the vector of conserved variables, and
F, G are the inviscid flux vectors given by

pU 1%
f‘:l pul + &xp é:l puV +nup
J pvU +&yp ’ J pvV + nyp
(e+p)U ~ép (e+p)V —mp

The vector S is the viscous stress vector in the 7 direc-
tion and is considered in the thin layer approximation.
It is written as

0
§= L wmiuy+ (p/3)mans
J { pmavy + (u/3)man,
pmims + (p/3)mama

m =773, + 773
M2 =NpUy + My Vy
Vo, , 1 da?
m3=(=)=—(u _— (=
8 (2)877( o)+ Pr(y—l)(@n)
my4 =Nz U -+ T]y’l/
where U and V are the contravariant velocity compo-

nents and &z, &y, 9z, 1y, &, and 7; are the coordinate
transformation matrics.

In the above equations all geometrical dimensions
are normalized with the airfoil chord length, ¢, the
Cartesian velocity components, u and v are scaled by




2-4

the freestream sound speed a.,, and the time ¢ is nor-
malized as tc/awo; p is the static pressure normalized
bY Pooloo?; p is the density normalized by free-stream
density peo; € is the total energy per unit volume nor-
malized by peoaZ,; a is the speed of sound; Re is the
Reynolds number; Pr is the Prandtl number; -y is the
ratio of specific heats; and p is the viscosity coefficient
normalized by its free-stream value. The pressure is
related to the density and total energy through the
equation of state for an ideal gas,

= (v - 1)[e = p(u® +v%)/2] (2)

The rotational speed w is obtained from the type
of motion prescribed as w = da/dt. The reduced fre-
quency parameter is defined as either & = ac/2U or
wfc/Us, where f is the frequency of oscillation and
Uso is the free-stream velocity. Then
w = o1(2kUs/e)cos[(2kUs fe)t] for oft) = ao +
a;sin{Kt) where ag is the mean angle of oscillation,
and «; is the amplitude of the pitch.

NUMERICAL SCHEME
Central Difference Scheme

The finite—difference, implicit, approximately fac-
torized Beam~Warming algorithm is used to integrate
the governing equations, Central differences are used
to compute the inviscid fluxes. The viscous terms are
treated implicitly. The approximately factored algo-
rithm is given by

{14 B[8A7, + Dimpi] } x

{1+ h[6,B; ~ Re™'6, M7, + (Dimy )] | A2,

= —{@f,j - Qf, + At [6EE2j + 571@,‘:' - 5n§?,j]
+ €D} }
)

Here § is the central difference operator and h is the
time-step factor that determines whether the algo-
rithm is first- or second-order time accurate. The
time index is denoted by n and AQ?; = (Q"+1 or ).
The expllclt inviscid fluxes are glven by Ez i F,J
and S, Si, is the viscous flux. The quantities A B
and M in Eq. (3) are flux Jacobian matrices ob-
tained from the linearization of the left hand side

and Dimp and €.D denotes the implicit and explicit

dissipation terms, respectively. A Jameson-type**
blended second— and fourth—~order numerical dissipa-
tion, based on the computed pressure field, is used to
suppress high frequency numerical oscillations. For
subsonic shock free solutions only the fourth-order
dissipation is used, while for transonic solutions the
second-order dissipation is activated in the vicinity of

shocks where the pressure jump has steep gradients.
Both the implicit and explicit dissipation are scaled
by the spectral radius. For the accuracy of calculated
solutions, the added dissipation coefficients are kept
as small as possible.

Upwind-Biased Scheme

The following upwind-biased, factorized, itera-
tive, implicit numerical scheme is used to compute
the Reynolds-averaged flow.

[+ ke (V2AT, + ALAT))
x[I+h, (VB + AL BT,
~Re™16, My )] x (Q"+1 )

=- [(ka — QFx)+he (ﬁ&uz,k - ﬁf—uz,k)
+h (éf k+1/2 - éf,k—l/z)

( ik+1/2 Sf,k—x/z)]
(4)

In this equation, he = AT/AE, etc., A€, An, etc., are
equal to unity, A* = (6?‘/3@), etc., are the flux Jaco-
bian matrices, and A, V, and § are the forward, back-
ward and central difference operators, respectwely
The quantities Fz+1/2 k> Gz,k+1/2a and Sz,k+1/2 are
numerical fluxes.

The inviscid fluxes F and G are evaluated using
Osher’s?® upwinding scheme. The numerical fluxes
for a third-order accurate upwind-biased scheme are
given by

Fipajan = Fiprppe + H [AF'+ 12k F 2AF1++1/2J°]
~% [AF iras2e T 20F k]
= F(Qip, Qi) + % [AF+(Q"+1”°’ Qi)
+2AF+(Qi,k,Qi+1,k)]
5 [AF (@i Qusn0)

F2AF " (Qit1,k, Qi,k)}
(5)

Here, F is the first-order accurate numerical flux eval-
uated by Osher’s scheme?® as follows:

- 1 Qi1
Fi+1/2,k = 5 [Fi,k + Fig1x — '/;2 {Fq+ - Fq—}dQ]
(6)

where Fy = Ff + F7 ,F¥ = (aF) , and AF* are
the correctlons to obtaln hlgh—order accuracy. For




the linearization of the left-hand side terms, the flux
Jacobian matrices A, B are evaluated by the Steger—
Warming?®® flux-vector splitting. The viscous fluxes
S; k+1/2 are computed with central differences.

For both schemes, the errors introduced by the
linearization and approximate factorization of the left
hand side of the numerical algorithm may be min-
imized by performing Newton subiterations at each
time-step during the unsteady calculations. The ap-
proximation to Q™*! at each subiteration is the quan-
tity Q. When p > 2, during a given level of subit-
eration to convergence, Q” = Q"‘H, but when p = 1
and no subiterations are performed, then Q? = Q®,
and Qr+! = Q"1 In the present study, the numer-
ical experiments have demonstrated that because of
the small time-steps used, the Newton subiterations
are not required. It was also found that the two time-
level numerical scheme does not increase the accuracy
of the unsteady calculations.

In the normal practice of the thin layer approxi-
mation for \jjécous terms, only the terms in the normal
direction (S) are retained because of the large flow
gradients in that direction. Calculations performed
retaining the viscous terms for the # direction alone
and keeping terms for both the £ and 7 directions
showed very little difference between the solutions.
Therefore, all calculations are performed by retaining
the viscous terms only in the 7 direction. The compu-
tational cost was not significantly increased for keep-
ing explicit viscous terms in both directions. How-
ever, numerical experiments have demonstrated that
implicit treatment of the viscous term, M of Eq. 3,
does not contribute to the accuracy of the solution
but results in increased computational cost.

Body-fitted C-type computational grids are used
in all calculations. These are generated using a hyper-
bolic grid generator. The grids are clustered at the
body surface in the normal direction, leading edge,
and trailing edge regions. The spacing of the first
grid point at the surface in the normal direction var-
ied from 0.00002 to 0.000005 chord length and the grid
boundaries are located at 15 chords in all directions.
The orientation of the moving frame with respect to
the fixed frame is changing at each instant of time.
Therefore, after the grid is moved to the new location
at each time step all metrics are recomputed.

Boundary conditions are updated explicitly. For
subsonic inflow-outflow, the flow variables at the
boundaries are evaluated using one-dimensional Rie-
mann invariant extrapolation. For the density, a sim-
ple first—order extrapolation is used. On the body sur-
face a nonslip condition is applied for the velocities,
viz., the contravariant velocities in the body-fixed co-
ordinates are set to zero. It should be noted that the
surface velocity is non-zero in inertial coordinates be-
cause of the body motion. For C-type grids used in
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this study averaging of the flow variables at the wake
cut is used.

TURBULENCE MODELS

All flows computed in this part of the study
are assumed to have fully turbulent boundary lay-
ers on both the upper and lower surfaces of the
airfoil, by neglecting the laminar and transitional
boundary layer. In the experiments of Piziali,®, with
which these calculations are compared, the bound-
ary layer is tripped in the leading-edge region. For
turbulent viscous flows, the non-dimensional viscos-
ity p in the viscous flux vectors is calculated as the
sum total of the laminar and turbulent viscosity. It
is the determination of this turbulent viscosity that
is of special significance and the focal point of this
present study. Two algebraic turbulence models, the
Johnson-King®33* model, the Baldwin-Barth3® and
the Spalart—Allmaras3® one equation models, as well
as, two—equation turbulence models are used for cal-
culating turbulent eddy viscosity and the unsteady
flowfield of an oscillating NACA 0015 airfoil. The re-
sults are used to evaluate their performance. The
details of how these models are developed are de-
scribed elsewhere.31=3° The following paragraphs de-
scribe briefly the salient features of these models and
the specific versions used in the present investigation.

Algebraic models

Baldwin-Lomax (B-L) model

This is a two-layer, zero-equation model. It is
patterned after Cebeci-Smith model®® and introduces
a modification that eliminates the need to search for
the edge of the boundary layer to determine length
scale. It is the most commonly used turbulence model
available in most of the CFD codes. Its strength and
weakness are well known in CFD community; it pre-
dicts accurately the steady flows with little or no sep-
aration and fares poorly if there is large separation,
either shock-induced or otherwise. It uses an inner
and outer layer formulation for determining the tur-
bulent viscosity with a smooth transition that spreads
over the two regions. It uses a classical mixing-length
hypothesis for the inner layer with a van Driest damp-
ing function to force the eddy viscosity at the wall to
zero. In the outer layer, the length scale is fixed by
the location where the product of distance from the
solid wall and vorticity reaches a maximum in the
boundary layer. The Klebanoff intermittency factor
is used to drive the eddy viscosity to zero in the outer
flow away from the wall. Some of the constants of
the theory are determined by correlating with exper-
imental data. The details of the theory are described
in Ref. 31.
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RNG model

This is another algebraic eddy viscosity model,
proposed recently for the closure of the Reynolds av-
eraged Navier-Stokes equations. It is based on the

Renormalization Group (RNG) theory of turbulence®?.

The model, although free from uncertainties related
to the experimental determination of empirical mod-
eling constants, still requires specification of an in-
tegral length-scale of turbulence, similar to the B-L
model, which reduces the generality of the model. In
this model the integral scale is assumed to be pro-
portional to the boundary layer thickness 6, and the
kinematic eddy viscosity is obtained by

ven{Ge(rams) o] o

where v = 1y + v, the subscripts ¢ and [ refer to the
turbulent and laminar components, respectively and
6 is the boundary layer thickness. It is determined
as § = 1.2 yi/o where yi/5 is the normal distance
from the wall at which the vorticity function F(y)
(see Ref. 34) attains its half amplitude. H is the
Heaviside step function and ¢ is the dissipation rate,
which is determined by assuming production equals
dissipation for equilibrium flows. The parameter @ =
0.0192 corresponding to the von Karman constant k =
0.372 and the parameter C. = 75. The turbulent eddy
viscosity is then obtained by solving Eq. (7) at every
point in the computational domain. In estimating the
eddy viscosity with this model in this study, the model
is applied only to the suction side of the airfoil (upper
surface) while the pressure side (having attached flow)
and wake regions are computed with the B-L model.
Application of the model to both the upper and lower
surfaces essentially gave the same results as the one
obtained by applying for only upper surface; so the
latter was used.

v=uny

Half-equation Johnson-King (J-K)model

The above two models, viz., the B-L and RNG
models, are termed equilibrium models, meaning that
the eddy viscosity instantaneously adjusts to the lo-
cal flow without any history effects. The next three
models presented are called non-equilibrium models
in which the calculated eddy visocity accounts for the
upstream history of the flow.

Since Johnson and King first introduced their
half-equation turbulence model33, there have been
several modifications and/or enhancements to im-
prove their original model for separated flows. In
the present application to unsteady flows, the original
version of this model is used and is briefly described
in the following paragraphs.

The Johnson—King model takes into account the
convection and diffusion effects on the Reynolds shear

stress —u/w’ in the streamwise direction. The eddy
viscosity is given by

ve =, [1 - exp(~224)] ®

where vy, v;, describe the eddy viscosity variation in
the inner and outer part of the boundary layer. The
inner eddy viscosity is computed as

vy, = D*ry\J (“ w0 ) max ©)

D=1—e @4

where the constant AT = 15. The outer eddy viscos-
ity is given by

vy, = o(2)[0.0168U.6" 7] (10)

where 6* is the boundary layer displacement thick-
ness, v is the Klebanoff intermittency function given
by vy = [1+5.5(%)6] _1, and o(z) is obtained from the
solution of an ordinary differential equation which de-
scribes the development of —u/w!|mq, along the path
of the maximum shear stress. It should be noted that
the Johnson-King model reduces to the Cebeci-Smith
model®® when o(z) is identically equal to one, except
At = 15 not 26.

The effects of convection and diffusion on the
Reynolds shear stress development are accounted
from the solution of the following ordinary differential

equation
dg _  a g
dz - 2ﬁmLm{( - geq)+

CaisLm - \/—Tt,‘!
016[0-7 - (%)m] Vt.-,,eq

Here Cgy and ay are modeling constants, @, is the
maximum average mean velocity,

g =[],
geg = [—w/0 m,eq]—llz

where L,, is the dissipation length evaluated as fol-
lows:

(11)

L, =040y for
L, =0.096 for

Ym /6 < 0.225

2
Ym /6 > 0.225 (12)

The boundary layer thickness 6 is determined in the
same way>? as explained in the discussion of RNG
model. The equilibrium shear stress g., in Eq. 8 is
determined from the following equilibrium eddy vis-
cosity distribution

Viie
Vees =Vepeq |1 = exp(—20)]
to,eq

Vt,-,eq =D2ny /(—ulw’)m,eq (13) .

Vi, eq =0.01680.6%




where U, is the velocity at the edge of the boundary
layer.

An implicit Euler method is used for the numeri-
cal solution of Eq. 11, and the maximum shear stress
at each iteration level is updated using

yrtt
o(z)"*! = o(z)"# (14)

o

It should be noted that the unsteady term is ne-
glected in the above formulation. Solutions with the
Johnson—-King turbulence model are obtained as fol-
lows. First a convergent solution using the Baldwin-
Lomax turbulence model for the entire flowfield is ob-
tained. Then the Johnson—King model is applied only
to the upper surface of the airfoil as using it for both
the surfaces did not change the results. To initiate
the solution ¢(z) in Eq. 10 is set unity and it is al-
lowed to change according to Eq. 11. It should be
noted that the Johnson-King model reduces to the
Cebeci~Smith model?? when o(z) is identically equal
to one.

One-Equation models

An attractive feature of one- and two-equation
models is that they can be utilized in a more straight-
forward manner compared to algebraic models in ei-
ther structured or unstructured flow solvers. How-
ever, the accuracy and the numerical robustness of
these models needs to be further demonstrated.
Among the most widely used one-equation models
are the Baldwin-Barth® (B-B) and the Spalart-
Allmaras®® (S-A) models. The first model was de-
rived from the two-equation k¥ — ¢ model by intro-
ducing some simplifying assumptions. The Spalart—
Allmaras model was developed based on dimensional
analysis and empirical criteria. An advantage of these
field—equation turbulence models compared to the al-
gebraic and half-equation models is that they do not
require evaluation of ambiguous length scales. On
the other hand, one-equation models require numer-
ical solution of only one partial differential equa-
tion; therefore, they are less computationally inten-
sive compared to two—equation models. In this pa-
per the standard versions of the Baldwin-Barth and
Spalart—Allmaras models are used to compute steady
and unsteady separated flows.

Baldwin-Barth (B-B) model

The eddy viscosity of the Baldwin-Barth one-
equation model® is given by v = wec,fuRr
= veyfsRy, where Ry = k%/ve is the turbulent
Reynolds number and RT is the modified turbulent
Reynolds number. The quantity Ry is the solution of
the following field equation

D(VRT)

o =(ce, f2 — ¢¢;) vRpP

+ v+ -ZL)VZ(VRT)
- ai(vw) )

This is a partial differential equation for the field
quantity Ry = Ry f3(Rr), and

1

0,_ =(c€2 - ccx)ﬁ/m2
€
v =c,,(VRT)D1D2
Ht =p
fu =D1 D,
Dy =1 — exp(—yt/AY)

Dy =1 — ezp(—y* JAT)
—Vt<6U,- 4 0UJ)6U, 2 (8U,~)

P=rl\os; " o0 oz, ~3\5s;

- c‘*)(—— + Dy D)

Hyt) =
{ DDy + \/.——l)—-’-—-_D—(Z]%*_-el‘p(—y+/A+)D

+gpespl=v*/AD)D))

where y* = u,;y/v and u, is the skin friction velocity.
The constants of the model are:

k=041, ¢, =12, ¢,=2.0

¢, =0.09, At =26., A" =10.

This model is applied to the entire flowfield to com-
pute the eddy viscosity.

Spalart-Allmaras (S-A) model

The second one-equation model used is the Spalart-
Allmaras (S-A) model®®. The eddy viscosity is ob-
tained from the solution of the partial differential
equation for ¥ given below.

Dv

ot =cp (1 - ft2)§17

+ }1_ [v (v +2)VD) + caz(Vﬂ)Z]

P12
- [Cwlfw - blftz] [ ] + fuAU?
here S is the vorticity magnitude and 5’ S+
I
ﬂzdzfvz’va ~ T¥xfur yfvl =1- 3+c 1;cvl =
7.1 and dis the dxstance to the closest wa>fl The other
functions of the model are:
fa =Ct19t€rp( —Ci2 AU2 [dz + gt2d2]>

fi2 =Ct361717(—614x )
g =min(0.1, AU /w, Az)
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where x = U/v and wy, is used here to denote the
vorticity at the wall at the boundary layer trip point.
The constants of this model have been chosen the
same as in the original reference3¢. The constants of
the model are:

Ch1 =0.1355, Cpo = 0.622, o= 2/3
Cwi =£b—21' -]ﬂ, Cy2 = 2.0, Cy3 = 0.3
K o
1+Ce3 1/6
k=041, f,=gl—2=>
e (96 +CS;3)
6 __
g =7+ Cyo(r® —7),r = S d
ci1 =1.0, ¢2=20, c3=11 cua=20

The turbulent kinematic eddy viscosity is given as
vy =bfy

and the Reynolds shear stresses are given by —%;u; =
21,055

Two~Equation models

The most popular non—algebraic turbulence mod-
els are two—equation eddy—viscosity models. These
models solve two transport equations, one for the tur-
bulent kinetic energy k and another one related to the
turbulent length— (or time-) scale. Among the two—
equation models, the k — € model is the most widely
used today. The original Jones and Launder k — ¢
model®” and its variations have been very successful
in a large variety of different flow situations, but it
also has a number of well known shortcomings. From
the standpoint of aerodynamics, the most disturbing
is the lack of sensitivity to adverse pressure—gradients.
Another shortcoming of the k — e model is associated
with the numerical stiffness of the equations when in-
tegrated through the viscous sublayer.

The k —w model has been developed by Wilcox3®
to overcome the shortcomings of the k—e model. This
model solves one equation for the turbulent kinetic
energy k and a second equation for the specific tur-
bulent dissipation rate (or turbulence frequency) w.
The k — w model performs significantly better under
mild adverse pressure—gradient conditions than the
k — ¢ model. Another strong point of the model is
the simplicity of its formulation in the viscous sub-
layer. The model does not employ damping functions
and has straightforward boundary conditions. This
leads to significant advantages in numerical stability.
The k — w model has been validated extensively3®:4®
for many flow cases with and without adverse pres-
sure gradient. For all cases it was found to perform
equally well or better than the k—e model. The major
shortcoming of the ¥ — w model is that the results of
the model depend strongly on the freestream values,
wy, that are specified outside the shear-layer.

The free stream dependency of the original
Wilcox k£ — w model has been investigated in detail
in Ref. 39, and it has been shown that the magnitude
of the eddy viscosity can be changed by more than
100% just by using different values for w;. This is
clearly unacceptable and corrections are necessary to
ensure unambiguous solutions. The standard & — w
model developed by Wilcox has been modified in Ref.
39 so that the computed solutions are insensitive to
the freestream values of wy. This modified model is
called Baseline (BSL) k£ — w model. The BSL k — w
model was further modified*” in order to improve the
predictions of strong adverse pressure gradient sepa-
rated flows, this model is called Shear Stress Trans-
port (SST) k —w model. In this paper, the SST k —w
turbulence model will be extensively tested for un-
steady flows. This model has been tested in Ref. 47
for a wide class of steady separated flows and has
shown good agreement with experiments.

Original k — w model

The original & — w model is given by
Dpk Ou; 3} w Ok
ZPE L0 ek a2 IE
Dt =g, PPt g [+ 0¥ azj]

Dpw ¥ 8u

9 Ow
Lo g O w9
Dr = o Bpw® + [(ﬂ-i—o’w .ut)az']

Oz; j

The constants of the original Wilcox model are

o¥ =0.5, ¢ =0.5, Y =0.0750,
8" =0.09, =041, ¥ =% /5" —

ol K /B

BSL k — w model

The BSL model is identical to the k¥ —w model of
Wilcox3® for the inner region of a boundary layer (up
to approximately 6/2) and gradually changes to the
standard k — ¢ model in the outer wake region. In or-
der to enable computations with one set of equations,
the & — € model was first transformed into a k — w
formulation. The blending between the two regions
is performed by a blending function that gradually
changes from one to zero in the desired region. No a
priori knowledge of the flowfield is necessary to per-
form the blending. The function also ensures that the
k — e formulation is selected for free shear layers. The
performance of the new (BSL) model is very similar to
that of the Wilcox k¥ — w model for adverse pressure
gradient boundary-layer flows {and therefore better
than that of the £ — € model), but without the unde-
sirable freestream dependency. For free shear layers
the new model is basically identical to the k—¢ model,
which predicts spreading rates more accurately than
the k —w model. The Baseline k& — w model is




Dok _ w0 o
_L)T—T'Jgg—ﬁpwk+6zj[(ﬂ+ak#t)8xj]

Dpw _ 7, 0% g2, 0 Sw
Dt UtTU 62]’ Bpw”+ 3.’1)]' [(#+aw#t) 61:]]

1 6k Ow
+2(1_F1)P0'w;'&;:9?j

where the constants of the model are computed as ¢ =
Fié% + (1 —-Fl)qﬁK where F} is a blending function as
defined in Ref. 39 and 6% and ¢ the constants for

" the original k¥ — w and the k — ¢ model, respectively.
The following standard values for the k& — ¢ model are
used,

oK =1.0, X =0.856, A% =0.0828,
g =0.09, =041, +X=p%5/8"-

ol ?/\/B"
corresponding to the constants Cep = 1.4,Ce2 = 1.92
of the k& — € model.

k — ¢ model

The k — ¢ model implemented here is based on
the same formulation as the BSL model, except that
the switch from the Wilcox model, constants ¢, to
the k& — ¢ model, constants ¢¥, takes place not in the
wake region of the boundary layer but just outside the
viscous sublayer. With this formulation, the Wilcox
model is only used as a sublayer model and the model
is referred to as a two-layer k — ¢ model.

SST k —w model

Although the original and the new BSL k — w
model perform better in adverse pressure gradient
flows than the ¥ — ¢ model, they still underpredict
the amount of separation for severe adverse pressure
gradient flows.%® In an attempt to improve matters,
the eddy—viscosity formulation of the BSL model is
modified to account for the transport effects of the
principal turbulent shear stress. The motivation for
this modification comes from the Johnson-King (J-
K) model®® which has proven to be highly successful
for adverse pressure gradient flows. The J-K model
is based on the assumption that the turbulent shear
stress is proportional to the turbulent kinetic energy
in the logarithmic and wake regions of a turbulent
boundary layer. Johnson and King solve an equa-
tion for the maximum turbulent shear stress at each
downstream station and limit the eddy viscosity in or-
der to satisfy this proportionality. In the framework
of two-equation models, the turbulent kinetic energy
is already known and it is therefore only necessary to
limit the eddy viscosity to account for the same effect.
The resulting model is called Shear Stress Transport
(SST) model. For the SST k —w model, the constants
#" of the BSL model are replaced by the constants
#° as follows:

29

of =0.85, o> =05 p°=0.0750, o=0.31
g =0.09, k=041, +°=p%5/8"-0o3k*/\/B"

The same convention of ¢ = F1¢5 + (1 — F1)¢X is
used here. The eddy viscosity is given by

alk

= maz(aw; QF,)

where Q is the vorticity magnitude and F; = fanh

(arg?) with args; = mf‘”(%.s@y; :;o?:

RESULTS AND DISCUSSION

Fully Turbulent Tripped Unsteady Flows

For validation of unsteady, fully turbulent solu-
tions, the experimental measurements of Ref. 5 for a
NACA 0015 airfoil are used, because in this experi-
ment, as opposed to that of Ref. 13, the boundary
layer was tripped at the leading edge to ensure a fully
turbulent boundary layer for attached, light stall and
deep stall cases. Oscillatory motions at sufficiently
high angles of incidence include both flow separation
during the upstroke and flow reattachment during the
downstroke and they serve as a good test case for val-
idation of turbulence models. The free stream Mach
number is My, = 0.3 and the Reynolds number, based
on the airfoil chord length is, Re. = 2 x 10°.

The airfoil oscillates as a(t) = ag + a;sin(wt)
with a reduced frequency k& = 0.1. The oscillation
amplitude remains fixed at «; = 4.2° and variation
of the mean angle a¢ leads to different flow regimes.
Attached flow corresponds to ap = 4°. The light and
deep stall regimes are obtained for ap = 11°, and
ap = 15°, respectively. The discussion of unsteady
results is divided into these three flow regimes. Af-
ter calculating the quasi-steady solution at the lowest
angle of the pitch cycle for each of the conditions, the
airfoil is made to execute pitching oscillations rotat-
ing about its quarter-chord point. The unsteady flow
evolution is monitored. Generally two oscillatory cy-
cles are computed for every case because the results
from the third cycle was found to be nearly the same
as the second cycle.

The results obtained with the central-difference
scheme were calculated using a 361x71 point C-grid.
The first point off the surface is located at 0.00002
chord lengths. A complete oscillation cycle is
normally computed with 10,000 constant time-steps.
This number of time-steps per cycle corresponds to
a nondimensional time-step of At = 0.0108, based
on ¢ and @¢w. An explicit dissipation coefficient of
€. = 0.05 was used as the standard value. A para-
metric study of the grid size, the value of ¢., and
number of time-steps per cycle has also been done
for one turbulence model, for the light-stall case, to
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identify optimum values to be used for all calculations
and this discussions is presented in the section on the
light-stall. Solutions are computed with the B-L, al-
gebraic RNG, J-K, B-B, and S—-A models for all of
these cases.

Solutions are computed with the upwind-biased
scheme on a baseline 311 x 91 point C-grid where
the first point off the surface is located 0.00001 chord
lengths. A grid refinement study was performed using
a 421 x 151 point grid where the distance of the first
point from the surface is 0.000005 chord lengths. Dif-
ferent number of time steps for a cycle was tested, and
it was found that solutions for the light stall obtained
with 10000, 16000 and 40000 time steps gave nearly
identical load predictions. The results presented here
are obtained using 16000 time steps, which corre-
spond to a nondimensional time step At = 0.0065
or a Courant number Cu & 700.

It should be noted that inspite of using reason-
ably fine grids for evaluating the turbulence models,
the numerical results presented here show some sen-
sitivity to the type of numerical algorithm used. But
the results themselves are essentially grid independent
for a given numerical algorithm, central-difference or
upwind scheme.

at) = 4° + 4.2°sin(t)

This flow is essentially attached and very little
separation is found at the peak of the cycle and dur-
ing the initial part of the downstroke. Solutions with
the B-L, RNG, J-K, B-B, and S-A models obtained
with the central-difference scheme are presented in
Fig. 1. This case is also computed with the upwind-
biased scheme using the B-B and SST k — w models,
and the hysteresis loops are compared with the ex-
periment in Fig. 2. The loads computed with the
SST k — w model are in better agreement with ex-
periments than others. The lift computed with the
B-B model overpredicts the experimental values and
the pitching moment hysteresis does not agree with
the experiment in either figure. The computed pres-
sure drag, however, is in good agreement with exper-
iment. Comparison of unsteady surface pressures at
two different times of & = 4° and o = 8° during the
upstroke, computed by the two models, shows that
the lift and pitching moment disagreements are not
caused by large differences of the computed unsteady
surface pressures, as shown in Fig. 3. Rather the vari-
ation in the pitching-moment and the drag coefficients
is due to a small trailing edge separation. The mag-
nitudes of the drag and and pitching-momont for this
case is an order of magniture smaller than deep stall
cases.

a(t) = 11° + 4.2%sin(t)

The computed solutions show that this flow is
characterized by moderate trailing edge separation

which develops at the peak of the cycle. The flow
remains separated for a large portion of the down-
stroke and a recirculatory region of about half a chord
length is observed. As a result, more significant hys-
teresis effects than the previous case are obtained.
The hysteresis loops obtained from solutions using
the central-difference scheme with the RNG, J-K,
B-B, and the S-A, turbulence models are compared
with the experimental data in Fig. 4. The hystere-
sis loops obtained from solutions using upwind-biased
scheme and the baseline grid with the B-B, the S-A,

. and SST k — w turbulence models are compared with

the experimental data in Fig. 5. The B-B model
predicted the most separation and yields a lower lift
during reattachment but it gives good predictions for
pressure drag and pitching moment coefficients. The
S—-A model predicts the least separation and shows
earlier flow reattachment. Even though the SST k —w
model with upwind algorithm predicts a closer agree-
ment for lift with experiment during the initial part
of the downstroke, it shows a very rapid lift recovery
similar to the S—A model used with central-difference
algorithm. To verify if the solution is grid sensitive, a
solution computed on the refined 421 x 151 point grid
with the SST k — w turbulence model is compared
with the baseline grid solution in Fig.. 6. As seen,
the two are nearly identical demonstrating that the
solution is not grid sensitive.

a(t) = 15° 4 4.2%in(t)

The computed solutions show that this unsteady
flowfield is characterized by massive flow separation
which develops before the peak angle of incidence.
At peak incidence and before the downstroke the dy-
namic stall vortex is shed and a trailing edge vortex
forms. Shedding of the dynamic stall vortex causes
decrease in lift and pitching-moment. The flow re-
mains separated for a large part of the downstroke
and significant hysteresis effects are obtained. It is
a challenge for turbulence models to be able to cap-
ture flow separation and reattachment and yield good
quantitative predictions for these kinds of flows.

The lift, drag, and pitching moment hystere-
sis loops obtained from computations with the B-B
and S-A one-equation turbulence models with the
central-difference scheme are compared with the ex-
periment in Fig. 7. The lift hysteresis is overpredicted
by all models. The drag and pitching moment hys-
teresis loops indicate that only the solution computed
wit the B~B model is in quantitative agreement with
the experiment. The lift, drag, and pitching moment
hysteresis loops obtained from computations with the
B-B and S-A one-equation turbulence models and
the upwind-biased scheme are compared with the ex
periment in Fig. 8 The lift hysteresis is predicted rea-
sonably well by both models. The drag and pitching
moment hysteresis loops indicate that both models
delay the onset of separation. The loads computed
with the B-B model show oscillatory behavior at the




downstoke. Again, the B-B model predictions are in
closer agreement with the experiment. A smaller ex-
tent of separated flow is obtained with the S-A model,
resulting in smaller extreme values of drag and pitch-
ing moment. A more rapid flow reattachment was
also observed.

Predictions of hysteresis loops obtained from so-
lutions with the two—equation turbulence models us-
ing upwind algorithm are compared with the experi-
ment in Fig. 9. The k — ¢, the original k —w, and the
BSL k — w (where the free stream dependency is re-
moved) did not yield enough separation. Therefore,
the loads computed with these models significantly
deviated from the experimentally measured values.
The solution obtained with the SST k—w model shows
large flow separation and the predictions agree about
as well with the experiment as the B-B calculations.
However, at large angles of incidence and during the
downstroke the loads show again oscillatory behavior.

Solutions computed with the B~B and SST &k —w
models show development of a trailing edge vortex at
the end of the pitch-up motion. During the down-
stroke this vortex convects in the wake and another
trailing edge vortex forms. The second vortex initially
grows in size and then convects in the wake and the
vortex shedding repeats. This vortical activity and
the suction side separated flowfield is shown by a se-
ries of snapshots during the downstroke in Fig. 10.
In this figure the flowfield is illustrated with particles
which are released continuously from certain locations
and they are convected with the local computed ve-
locity. The UFAT program*® is used to convect par-
ticles over time, using as input the computed veloc-
ity fields and grid locations over 200 equally spaced
time instants during the oscillation cycle. During the
downstroke the trailing edge vortex shedding causes
oscillations in the air loads. The computed solutions
for this part of the cycle are sensitive to grid distri-
bution at the trailing edge and the wake region.

The unsteady solutions presented for different.

flow conditions show the following overall trends. The
B-B and SST % — w models overpredict the extent of
separation with B-B model in the lead. The S-A
model tends to underpredict the extent of separation
but not nearly to the degree of the standard ¥ —w and
k — e models. To better put the results in perspective,
the experimental pitching-moment data for all three
oscillatory cases are plotted to the same scale in Fig.
11 and compared to the B~-B and SST k — w model
solutions. As seen in Fig. 11, the discrepancies be-
tween experiment and computation for the attached
and light stall cases are very small in relation to those
for the deep stall case. It should be noted that the
drag and pitching-moment coefficients for the deep
stall case is an order of magnitude larger compared
to the light stall and the attached flow cases.
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The various turbulence models produce different
sizes of dynamic stall vortex and separated flow. An
examination of the loci of the flow reversal point (z,)
on the upper surface of the airfoil (Fig. 12) shows
that at any given instant of time, the extent of re-
versed flow varies widely. The B-L model produces
the smallest extent of reversed flow over most of the
cycle whereas the B-B model produces the largest ex-
tent of reversed flow. The position indicating 0° phase
denotes the mean angle of oscillation. It is apparent
from this figure that the B-B model completes the re-
covery process on the upstroke only when it reaches
approximately the mean angle. For the large part of
the cycle, from 15° upstroke to 15° downstroke, the
RNG, B-B, and S-A models predict nearly the same
extent of reversed flow. The massive reversed flow
regions clearly increase the unsteady-lag effects.

The effect of transition

A light stall case from the experimental results
reported in Ref. 4 is chosen to demonstrate the effect
that leading edge transition can have on the develop-
ment of the unsteady flowfield. In Ref. 4, measure-
ments in the form of integrated aerodynamic loads
(C1,C4,Cm) have been reported for a wide range of
flow conditions and airfoil shapes. In addition, un-
steady surface pressure coefficients are given. In con-
trast to the NACA 0015 experiment of Ref. 5, in
Ref. 4 boundary layer trips were used only for lim-
ited number of deep stall cases. Unsteady solutions
are obtained for a NACA 0012 airfoil executing har-
monic motion a(t) = 10° + 5%sin(wt), with a reduced
frequency k£ = 0.1, M,, = 0.3 with untripped flow
for a Reynolds number Re. = 4.0 x 10°. The same
case was also considered in Refs. 25 and 26. How-
ever, because significant hysteresis effects were not
obtained for the experimental maximum angle of in-
cidence, the amplitude of the oscillation or the mean
angle were slightly increased for the computation. As
a result, in both investigations a maximum angle of
attack larger than aymq.. = 15° reported by the exper-
iment was reached. Experimental uncertainties and
tunnel wall interference effects were cited to justify
this alteration of the experimental conditions. An-
other reason why the maximum angle of incidence
had been increased was to promote separation pre-
dicted by the turbulence models. Hysteresis effects
were obtained at these larger angles of incidence, and
it was concluded that massive flow separation at the
trailing edge alone was responsible for stall.

Fully turbulent flow simulations of the previous
section have demonstrated that the B-B model pro-
duces the most separation. The S-A model produces
less separation compared to the B-B and the SST
k¥ — w models. The B-B and the SST k¥ — w mod-
els yield similar predictions, but the B-B mode! is
more computationally efficient. Therefore, this case is
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solved only with one—equation models. A solution ob-
tained with the B-B model, which produces the most
separation for the same oscillation amplitude as the
experiment?, still did not yield significant hysteresis
effects. In addition, a counterclockwise loop for the
pitching moment, as opposed to the clockwise loop
shown in the experiment, was obtained. The same
procedure of Refs. 25 and 26 was followed again, and
the oscillation amplitude was “arbitrarily” increased.
A solution with the B-B model was obtained with
an oscillation amplitude of 5.3°. For the S—A model,
which yields less separation, the oscillation amplitude
was further increased to 5.5°.

The loads obtained with the B-B and the S-A
models are compared with the experiment in Fig.
13. The lift and pitching moment hysteresis rea-
sonably agree with the experiment. The computed
pressure drag, even though it follows the experimen-
tal trends, underpredicts the extreme measured drag
values. Also the phase angle where the computed
drag and nose down pitching moment increases lags
the experimental values by approximately one degree.
Comparison of the measured unsteady surface pres-
sure measurements with the computed surface pres-
sure indicates that large discrepancies occur on the
suction side, and that the agreement of the lift and
the pitching moment with the experiment is coinci-
dental.

Careful observation of the experimental surface
pressure measurements shows that the lift drop, the
increases in drag, and nose-down pitching moment
are associated with a drop in the leading edge suction
peak. This suction pressure drop occurs because of
leading edge flow separation. The two physical mech-
anisms that can force the flow to separate at the lead-
ing edge are either a shock or laminar/transitional
flow behavior. The progressive drop of the suction
peak shown in the experiment does not support the
shock separated flow assumption. Therefore, there is
an indication that, even though the Reynolds number
is large, the leading edge flow could be transitional.
Therefore, a rough approximation of the transitional
flow behavior at the leading edge was performed with
the following procedure. The transition onset is spec-
ified to occur immediately downstream of the suction
peak location. The flow from the stagnation point up
to the transition onset is computed as laminar. The
production term of the one—equation B-B model is set
equal to zero for the laminar region. As a result, the
model yields an eddy viscosity of almost zero for the
laminar region. Beyond the transition point, the full
production term is utilized and the computed eddy
viscosity rapidly increases downstream from the tran-
sition point until a fully turbulent value is reached.

A 351 x 91 point C-grid with 170 points on the
suction side was used for the numerical solution. This
grid has refined resolution at the leading edge re-
gion. In the computed solutions the transitional

flow region extends only over a few streamwise com-
putational cells. A leading edge separation bubble
forms at approximately 14 degrees during the up-
stroke and increases significantly in size before the
peak of the cycle. The loads obtained from the lam-
inar/transitional/turbulent flow solutions are com-
pared with the experiment in Fig. 14. For compari-
son, the loads obtained from a fully turbulent solution
are shown in the same figure. The lift hysteresis loop
(Fig. 14a) shows good qualitative agreement with
the experiment. Good quantitative agreement is ob-
tained for the upstroke but a more rapid lift recovery
during part of the downstroke is observed. Similar
trends are shown for the drag and pitching moment.
It appears that the transitional solution predicts a
more rapid flow reattachment. However, there is good
agreement with the experiment for the computed nose
down pitching moment and drag increase attributed
to the massively separated flow during the initial part
of the downstroke. It is also significant that the ex-
treme values of the drag and pitching moment are
closely predicted and the computed loads do not lag
the experiment. Discrepancies obtained for the down-
stroke are caused by uncertainties in transition mod-
eling and deficiencies of the turbulence model.

The surface pressure coefficient distributions for
three angles during the upstroke, o = 14.0°,a =
14.5° and o = 14.9°, obtained from the fully turbu-
lent and the transitional computations are compared
with the measured values in Fig. 15. At o = 14.0°
(Fig. 15a) both the fully turbulent and the tran-
sitional solutions are in agreement with the experi-
ment. The fully turbulent solution, however, slightly
overpredicts the suction peak. The surface pressure
distribution obtained from the transitional solution is
in closer agreement with the experiment and shows
the development of a leading edge separation bubble.
A very small region of transitional flow is found. As
the angle of attack increases to a = 14.5°, the experi-
ment shows a large drop in the suction peak caused by
flow separation. Visualization of the computed veloc-
ity fields shows that only trailing edge separation was
obtained for the fully turbulent computation. The
transitional solution, on the other hand, yields more
separated flow and shows formation of a vortex-like
structure. At a = 14.9°, which is the peak angle
of attack of the experiment, the suction peak is fur-
ther diminished and the vortical structure generated
at the leading edge is convected downstream. At this
angle the fully turbulent solution does not agree with
the experiment and shows further increase of the suc-
tion peak. It appears that the transitional solution
properly captures the physical mechanism observed
in the experiment and shows development of a lead-
ing edge, vortical, dynamic-stall-like structure, as the
computed surface pressure coefficient demonstrates.




The values of lift and pitching moment obtained
from the turbulent solution with an increased oscil-
lation amplitude (Fig. 13) are coincidentally close to
the measured values. The computed drag coefficient,
however, disagrees with the experiment. Therefore, it
is necessary to always compare lift, drag and pitching
moment coefficients, when surface pressure measure-
ments are not available. The fully turbulent solution
predicts attached leading edge flow and trailing edge
separation. The transitional solution predicts a lead-
ing edge vortex-like structure and larger overall sepa-
ration, compared to the fully turbulent solution. This
leading edge flow development affects significantly the
suction surface flowfield and results in larger overall
separation. However, this leading edge vortical struc-
ture is not the same as a classical dynamic stall vor-
tex, which is clearly observed in both experiments and
computations for larger oscillation amplitudes or dif-
ferent pitch rates. This structure forms at about 14
degrees during the upstroke and bursts in the bound-
ary layer. Around the peak angle of the cycle a rapid
progression of the trailing edge separation towards the
leading edge is also observed.

In Ref. 49, solutions were computed for.a
NACA 0012 airfoil oscillating with a smaller mean an-
gle of incidence e, = 9° and with the same amplitude
as = 5° and reduced frequency. The leading edge
transition was modeled in the same way described
before and a significant improvement compared to a
fully turbulent solution was obtained for the unsteady
loads and the surface pressure distributions. In or-
der to confirm that the leading edge transitional flow
behavior is also independent of airfoil shape and re-
duced frequency parameter, a solution for a Sikorsky
SC-1095 airfoil of Ref. 4 oscillating with a reduced
frequency k = 0.2 is computed. The airfoil oscillates
as at) = 14° + 2°sin{wt) and the same transition
model is applied. The computed unsteady loads are
compared with the experiment in Fig. 16. Hysteresis
loops for a fully turbulent solution are shown in the
same figure. For this case, leading edge stall is pre-
dicted by both the fully turbulent and transitional so-
lution. The transitional solution closely predicts the
dynamic stall onset, while the fully turbulent solution
lags the experiment by half degree and the downstroke
does not follow the experimental trends.

As an approximate location for the transition on-
set, the maximum suction pressure point is used. For
high Reynolds number flow, the transitional region
is small. It appears that this approximate transition-
onset location and the use of a simple transition model
that yields an “effective” eddy viscosity for the tran-
sitional region, do not significantly degrade the so-
lution for the pitch-up part of the cycle. It is not
expected that these rough approximations allow accu-
rate modeling of the complex physical mechanisms of
transition, bubble formation and reattachment. But
it is demonstrated that transition plays a significant
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role in the development of the unsteady separated
flowfield. Also, it was found to be necessary to in-
clude transition for most of the downstroke to ap-
proximately 10 degrees where the flow reattaches. If
the fully turbulent solution is switched on at an ear-
lier part of the cycle, the flow rapidly reattaches and
the loads converge to the fully turbulent values.

Conclusions

An evaluation of the ability of one- and two—
equation turbulence models in predicting hysteresis
effects of unsteady fully turbulent flow over oscillat-
ing airfoils in the light and deep stall regime was con-
ducted. It can be concluded that none of the mod-
els considered in this investigation is capable of ac-
curately predicting the deep stall case. However, the
B-B, the S-A, and the SST k — w models show a sig-
nificant improvement over the standard two-equation
models. For the light stall case the S—A model did not
yield sufficient separation and underpredicted the ex-
treme values of the unsteady loads. The B-B model
shows slow recovery of lift hysteresis during the pitch-
down part of the cycle for the light stall and the at-
tached flow cases. The standard k¥ — ¢ and the k —w
models did not predict separation even for the deep
stall case. The SST k—w model gave good predictions
for the attached and the light stall cases.

It was found that the leading edge transitional
flow is of primary importance to the overall devel-
opment of the unsteady flowfield, if the flow is not
tripped at the leading edge. A laminar/transitional
leading—edge separation bubble developing during the
pitch—up motion produces a dynamic-stall-like vorti-
cal structure. It was shown that a simple transition
model significantly improves the predictions. How-
ever, accurate methods for transition modeling and
prediction are still required. Finally, the numerical
results show some sensitivity to the numerical algo-
rithm in spite of using reasonably fine grids.
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